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CONTEXT AND MOTIVATION

• Evolution is usually depicted by phylogenetic trees; however:

1. evolution is not always tree-like (hybridization, horizontal gene transfer, ...)
2. there may be many equally good trees;

• Phylogenetic networks [2] are more appropriate in these cases;
• We focus here on the minimum common supergraph approach, initiated by Cassens et al. [1] and

formalised by Labarre [3];
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PROBLEM
Given: trees T1, T2, . . ., Tt.
Find: a graph G which:

1. contains T1, T2, . . ., Tt, and
2. has as few edges as possible.

All trees and G have n vertices, k of which are la-
belled using {1, 2, . . . , k}. Labels are used exactly
once in each tree and in G.

RESULTS
(to appear [4])

1. The problem is NP-hard...
2. ...but it can be solved efficiently in

practice;

MORE DETAILS
We use a SAT solver; traditionally, this works
as follows:
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IDP [5] allows us to bypass the difficult steps:

• high-level descriptions of problem and
instance;

• solution also returned in a high-level
description;

FINDING AN OPTIMAL SOLUTION
Growth of the running time for an optimal solution (averages over 20 runs):
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note that the search space
is huge: O((n− k)!t−1)

(Experiments carried out on randomly generated data, on a desktop machine equipped with an Intel(R) CoreTM i7 CPU 870 @ 2.93GHz CPU (64bits) with 8GB of RAM)

GREED PAYS OFF
• If dataset is too large, a greedy approach is much faster and performs very well:

1. compute the size of an optimal solution for each pair of trees;
2. merge the two “closest” trees (w.r.t. solution size);
3. keep merging the resulting supergraph with the closest tree;
4. stop when all trees have been merged.

• Here’s the kind of quality one can expect:
no timeout: timeout=2000 ms, averages over 4 runs:
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#trees #nodes #labels exact greedy

5 10 5 17.50 18.00
10 10 5 19.50 21.50
20 10 5 23.00 25.25
5 20 5 34.75 32.50
5 20 10 53.00 46.00

10 20 5 38.75 35.25
10 20 10 64.25 56.50
20 20 5 42.25 42.25
20 20 10 75.50 71.75
5 50 5 130.00 131.25
5 50 10 128.00 132.75
5 50 25 207.75 184.75

10 50 5 183.75 154.50
10 50 10 177.75 154.75
10 50 25 270.00 269.25
20 50 5 241.50 171.75
20 50 10 232.00 152.25
20 50 25 346.25 279.00

greedy is here at most 13% “worse”
than the optimal solution cases where greedy “wins”

ADVANTAGES
X Ease of implementation;
X You can terminate the program at any

time and retrieve the current solution;
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