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## 1. Introduction

This chapter is devoted to context-free languages. Context-free languages and grammars were designed initially to formalize grammatical properties of natural languages [9]. They subsequently appeared to be well adapted to the formal description of the syntax of programming languages. This led to a considerable development of the theory.

The presentation focuses on two basic tools: context-free grammars and pushdown automata. These are indeed the standard tools to generate and to recognize context-free languages. A contrario, this means also that we do not consider complexity results at all, neither of recognition by various classes of sequential or parallel Turing machines nor of "succinctness" (see e.g. [52]), that is a measure of the size of the description of a language.

We have chosen to present material which is not available in textbooks [17, 29, 1, 47, 28, 4, 30, 32, 2] (more precisely not available in more than one textbook) because it is on the borderline between classical stuff and advanced topics. However, we feel that a succinct exposition of these results may give some insight in the theory of context-free languages for advanced beginners, and also provide some examples or counter-examples for researchers.

This section ends with notation and examples. In Section 2, we present the relationship between grammars and systems of equations. As an example of the interest of this formalism, we give a short proof of Parikh's theorem.

In the next section, three normal forms of context-free grammars are established. The one with most applications is Greibach's normal form: several variants are given and, in Section 4, we present four such applications. The first three are closely related to each other.

Section 5 is devoted to pushdown automata. We consider carefully the consequences of various restrictions of the general model. The section ends with two results: one concerning the pushdown store language of a pda, the other the output language of a pushdown down transducer.

In the last section, we consider eight important subfamilies of contextfree languages. We study in detail linear and quasi-rational languages, and present more briefly the other families.

In the bibliography, we have generally tried to retrieve the references to the original papers, in order to give some flavour of the chronological development of the theory.

### 1.1 Grammars

As general notation, we use $\varepsilon$ to denote the empty word, and $|w|$ for the length of the word $w$.

A context-free grammar $G=(V, P)$ over an alphabet $A$ is composed of a finite alphabet $V$ of variables or nonterminals disjoint from $A$, and a finite set $P \subset V \times(V \cup A)^{*}$ of productions or derivation rules. Letters in $A$ are called terminal letters.

Given words $u, v \in(V \cup A)^{*}$, we write $u \longrightarrow v$ (sometimes subscripted by $G$ or by $P$ ) whenever there exist factorizations $u=x X y, v=x \alpha y$, with ( $X, \alpha$ ) a production. A derivation of length $k \geq 0$ from $u$ to $v$ is a sequence $\left(u_{0}, u_{1}, \ldots, u_{k}\right)$ of words in $(V \cup A)^{*}$ such that $u_{i-1} \longrightarrow u_{i}$ for $i=1, \ldots, k$, and $u=u_{0}, v=u_{k}$. If this holds, we write $u \xrightarrow{k} v$. The existence of some derivation from $u$ to $v$ is denoted by $u \xrightarrow{*} v$. If there is a proper derivation (i.e. of length $\geq 1$ ), we use the notation $u \xrightarrow{+} v$. The language generated by a variable $X$ in grammar $G$ is the set

$$
L_{G}(X)=\left\{w \in A^{*} \mid X \xrightarrow{*} w\right\}
$$

Frequently, grammars are presented with a distinguished nonterminal called the axiom and usually denoted by $S$. The language generated by this variable $S$ in a grammar is then called the language generated by the grammar, for short, and is denoted $L(G)$. Any word in $(V \cup A)^{*}$ that derives from $S$ is a sentential form.

A language $L$ is called context-free if it is the language generated by some variable in a context-free grammar. Two grammars $G$ and $G^{\prime}$ are equivalent if they generate the same language, i. e. if the distinguished variables $S$ and $S^{\prime}$ are such that $L_{G}(S)=L_{G^{\prime}}^{\prime}\left(S^{\prime}\right)$.

More generally, if $x \in(V \cup A)^{*}$, we set

$$
L_{G}(x)=\left\{w \in A^{*} \mid x \xrightarrow{*} w\right\} .
$$

Context-freeness easily implies that

$$
L_{G}(x y)=L_{G}(x) L_{G}(y)
$$

Consider a derivation $u=u_{0} \longrightarrow u_{1} \longrightarrow \cdots \longrightarrow u_{k}=v$, with $u, v \in$ $(V \cup A)^{*}$. Then there exist productions $p_{i}=X_{i} \rightarrow \alpha_{i}$ and words $x_{i}, y_{i}$ such that

$$
u_{i}=x_{i} X_{i} y_{i}, \quad u_{i+1}=x_{i} \alpha_{i} y_{i} \quad(i=0, \ldots, k-1)
$$

The derivation is leftmost if $\left|x_{i}\right| \leq\left|x_{i+1}\right|$ for $i=0, \ldots, k-2$, and rightmost if, symmetrically, $\left|y_{i}\right| \leq\left|y_{i+1}\right|$ for $i=0, \ldots, k-2$. A leftmost (rightmost) derivation is denoted by

$$
u \stackrel{*}{\stackrel{*}{l}} v, \quad u \xrightarrow[r]{\stackrel{*}{\longrightarrow}} v
$$

It is an interesting fact that any word in a context-free language $L_{G}(X)$ has the same number of leftmost and of rightmost derivations. A grammar $G=$ ( $V, P$ ) is unambiguous for a variable $X$ if every word in $L_{G}(X)$ has exactly one leftmost (rightmost) derivation. A language is unambiguous if there is an unambiguous grammar to generate it, otherwise it is called inherently ambiguous.

A grammar $G=(V, P)$ over $A$ is trim in the variable $S$ if the following two conditions are fulfilled :
(i) for every nonterminal $X$, the language $L_{G}(X)$ is nonempty;
(ii) for every $X \in V$, there exist $u, v \in A^{*}$ such that $S \xrightarrow{*} u X v$.

The second condition means that every variable is "accessible", and the first that any variable is "co-accessible". It is not difficult to see that a grammar can always be trimmed effectively. A variation of condition (i) which is sometimes useful is to require that $L_{G}(X)$ is infinite for every variable $X$ (provided the language generated by the grammar is itself infinite).

A production is terminal if its right side contains no variable. A production is called an $\varepsilon$-rule if its right side is the empty word. At least one $\varepsilon$-production is necessary if the language generated by the grammar contains the empty word. It is not too difficult to construct, for every context-free grammar $G$, an equivalent grammar with no $\varepsilon$-production excepted a production $S \longrightarrow \varepsilon$ if $\varepsilon \in L(G)$. The final special kind of grammars we want to mention is the class of proper grammars. A grammar $G$ is proper if it has neither $\varepsilon$-productions nor any production of the form $X \longrightarrow Y$, with $Y$ a variable. Again, an equivalent proper grammar can effectively be constructed for any grammar $G$ if $L(G) \not \supset \varepsilon$. These constructions are presented in most textbooks. Normal forms are the topic of the next section.

### 1.2 Examples

There are several convenient shorthands to describe context-free grammars. Usually, a production $(X, \alpha)$ is written $X \longrightarrow \alpha$, and productions with same left side are grouped together, the corresponding right sides being separated by a ' + '. Usually, the variables and terminal letters are clear from the context.

Subsequently, we make use several times of the following notation. Let $A$ be an alphabet. A copy of $A$ is an alphabet that is disjoint from $A$ and in bijection with $A$. A copy is frequently denoted $\bar{A}$ or $A^{\prime}$. This implicitly means that the bijection is denoted similarly, namely as the mapping $a \longmapsto \bar{a}$ or $a \mapsto a^{\prime}$. The inverse bijection is denoted the same, that is $\overline{\bar{a}}=a$ (resp. $\left(a^{\prime}\right)^{\prime}=a$ ), and is extended to a bijection from $(A \cup \bar{A})^{*}$ into itself (the same for 'bar' replaced by 'prime') by $\overline{x y}=\bar{y} \bar{x}$.

The Dyck languages. Let $A$ be an alphabet and let $\bar{A}$ be a copy. The Dyck language over $A$ is the language $D_{A}^{*}$ generated by $S$ in the grammar

$$
S \longrightarrow T S+\varepsilon ; \quad T \longrightarrow a S \bar{a} \quad(a \in A)
$$

The notation is justified by the fact that $D_{A}^{*}$ is indeed a submonoid of $(A \cup \bar{A})^{*}$. It is even a free submonoid, generated by the language $D_{A}$ of Dyck primes which is the language generated by the variable $T$ in the grammar above. If $A$ has $n$ letters, then the notation $D_{n}^{*}$ is frequently used instead of $D_{A}^{*}$. If $n=2$, we omit the index.

There is an alternative way to define these languages as follows. Consider the congruence $\delta$ over $A \cup \bar{A}$ generated by

$$
a \bar{a} \equiv \varepsilon \quad(a \in A)
$$

Then

$$
D_{A}^{*}=\left\{w \in(A \cup \bar{A})^{*} \mid w \equiv \varepsilon \bmod \delta\right\}
$$

The class of a word $w$, that is the set of all words $x$ that are congruent to $w$, is denoted by $[w]_{\delta}$. Of course, $D_{A}^{*}=[\varepsilon]_{\delta}$. We often omit the subscript $\delta$ in this notation.

The Lukasiewicz language. Let $A=\{a, b\}$. The Lukasiewicz language is the language generated by the grammar

$$
S \longrightarrow a S S+b
$$

It is sometimes denoted by L . As we shall see below, $\mathrm{L}=D_{1}^{*} b$.

## 2. Systems of equations

This section is devoted to an elementary presentation of systems of equations and their relation to context-free languages. Context-free languages may indeed be defined as the components of the least solution of systems of polynomial equations, whence the term "algebraic" languages introduced by Chomsky and Schützenberger [10]. The same construction was used by Ginsburg and Rice [20]. They preferred to call them ALGOL-like languages because they are "a model for the syntactic classes of the programming language ALGOL". Indeed, one says "an instruction is..." rather than "the symbol for instructions derives...".

From the methodological point of view, considering equations rather than grammars shifts the induction argument used to prove properties of languages from the number of derivations steps to the length of words. This may frequently simplify exposition, too.

The proofs of the results presented in this section are intentionally from scratch. In fact, most results can be treated differently, in at least two ways: first, they hold in a much more general framework, namely for formal power series over suitable semirings (see the chapter of Kuich[37]); next, there are general results, such as fixed-point theorems in conveniently ordered sets, that imply easily the present results. The present style of exposition was chosen to show what the minimal requirements are to make the arguments work.

The reader should notice that we never assume, in systems of equations, that the right hand sides are finite, and indeed this appears nowhere to be required. Even finiteness of the number of equations is not necessary. Next, the reader should check that all results also hold for partially commutative free monoids (this was observed already by Fliess [15]). Indeed, the argument used in most proofs is just an induction on length, and thus carries over to such monoids.

### 2.1 Systems

For the definition of equations, we need variables. It will be convenient to number variables. Let $V=\left\{X_{1}, \ldots X_{n}\right\}$ and $A$ be disjoint alphabets. A system of equations over $(V, A)$ is a vector $P=\left(P_{1}, \ldots, P_{n}\right)$ of subsets of $(V \cup A)^{*}$, usually written as

$$
\begin{equation*}
X_{i}=P_{i} \quad i=1, \ldots, n \tag{2.1}
\end{equation*}
$$

Introducing $X=\left(X_{1}, \ldots, X_{n}\right)$, this can be shortened to

$$
X=P
$$

We frequently emphasize the dependence of the set $V$ by writing $P_{i}(X)$ or $P(X)$ instead of $P_{i}$ and $P$. An advantage of this is to yield a simple notation for substitution.

Let $L=\left(L_{1}, \ldots, L_{n}\right)$ be a vector of languages over $V \cup A$. This defines a substitution as follows.
(1) $\varepsilon(L)=\{\varepsilon\}$
(2) $a(L)=a \quad a \in A$
(3) $X_{i}(L)=L_{i} \quad i=1, \ldots, n$
(4) $u v(L)=u(L) v(L) \quad u, v \in(V \cup A)^{*}$
(5) $Q(L)=\bigcup_{w \in Q} w(L) \quad Q \subset(V \cup A)^{*}$

Observe that the last equation implies that $Q(L \cup M)=Q(L) \cup Q(M)$, where $L \cup M$ is componentwise union. A vector $L=\left(L_{1}, \ldots, L_{n}\right)$ of languages over $A$ is a solution if

$$
L_{i}=P_{i}(L) \quad i=1, \ldots, n
$$

that is if $P_{i}(L)$ is obtained from $P_{i}(X)$ by substituting $L_{j}$ to $X_{j}$ in any of its occurrences. It is sometimes convenient to write $L=P(L)$ instead $L_{i}=P_{i}(L)$ for all $i$.

Example 2.1. 1) Consider the following system of two equations

$$
\begin{aligned}
& X=Y X+\varepsilon \\
& Y=a X b
\end{aligned}
$$

Here, the variables are $X, Y$ and the terminal alphabet is $\{a, b\}$. The vector $\left(D_{1}^{*}, D_{1}\right)$ is a solution of this system, since indeed

$$
\begin{aligned}
& D_{1}^{*}=D_{1} D_{1}^{*}+\varepsilon \\
& D_{1}=a D_{1}^{*} b
\end{aligned}
$$

2) The system

$$
\begin{aligned}
& X=(a X b)^{*} \\
& Y=a Y^{*} b
\end{aligned}
$$

has right sides that are rational sets. The vector $\left(D_{1}^{*}, D_{1}\right)$ is also a solution of the second system, as it follows from elementary properties of the Dyck set. A simple formal proof will be given below.

Solutions are compared componentwise: given two vectors $L=\left(L_{1}, \ldots\right.$, $\left.L_{n}\right)$ and $M=\left(M_{1}, \ldots, M_{n}\right)$, then $L=M$ iff $L_{i}=M_{i}$ for all $i$, and $L \subset M$ iff $L_{i} \subset M_{i}$ for all $i$.

To every context-free grammar over an alphabet $A$, is canonically associated a polynomial system of equations (i. e. a system where the right sides are finite sets). Assume indeed that the grammar is $G=(V, P)$, with $V=\left\{X_{1}, \ldots, X_{n}\right\}$. The associated system is

$$
\begin{equation*}
X_{i}=P_{i} \tag{2.2}
\end{equation*}
$$

with

$$
P_{i}=\left\{\alpha \in(V \cup A)^{*} \mid\left(X_{i}, \alpha\right) \in P\right\}
$$

Theorem 2.1. Let $G=(V, P)$ be a context-free grammar over $A$ with $V=$ $\left\{X_{1}, \ldots, X_{n}\right\}$. Then the vector

$$
L_{G}=\left(L_{G}\left(X_{1}\right), \ldots, L_{G}\left(X_{n}\right)\right)
$$

is the least solution of the associated system.
We start with a lemma.
Lemma 2.1. Let $M=\left(M_{1}, \ldots, M_{n}\right)$ be a solution of (2.2), and let $u, v \in$ $(V \cup A)^{*}$ be words. If $u \underset{G}{\longrightarrow} v$ then $v(M) \subset u(M)$.

Proof. Indeed, if $u \longrightarrow v$, then there exists a production $\left(X_{i}, \alpha\right)$ in $G$, and two words $x, y$ such that

$$
u=x X_{i} y, \quad v=x \alpha y
$$

Thus

$$
u(M)=x(M) M_{i} y(M), \quad v(M)=x(M) \alpha(M) y(M)
$$

Since $\alpha \in P_{i}$ and $M$ is a solution, one has

$$
\alpha(M) \subset P_{i}(M)=M_{i}
$$

and consequently $v(M) \subset u(M)$.
Proof of the theorem. Clearly, for each $i=1, \ldots, n$,

$$
L_{G}\left(X_{i}\right)=\bigcup_{\alpha \in P_{i}} L_{G}(\alpha)
$$

Now, for any word $u$ in $(V \cup A)^{*}$,

$$
L_{G}(u)=u\left(L_{G}\right)
$$

so that the equation can be written as

$$
L_{G}\left(X_{i}\right)=P_{i}\left(L_{G}\right)
$$

showing that $L_{G}$ is indeed a solution.
Consider next a solution $M=\left(M_{1}, \ldots, M_{n}\right)$. To show the inclusion $L_{G} \subset$ $M$, let $w \in L_{G}\left(X_{i}\right)$, for some $i$. Then $X_{i} \xrightarrow{*} w$, and by the lemma (extended to derivations)

$$
w(M) \subset X_{i}(M)
$$

Since $w \in A^{*}$, one has $w(M)=\{w\}$, and since $M$ is a solution, $X_{i}(M)=M_{i}$. Consequently $w \in M_{i}$, showing that $L_{G}\left(X_{i}\right) \subset M_{i}$.

This theorem gives one method for computing the minimal solution of a system of equations, namely by derivations. There is another method, based on iteration. This is the fixed point approach.

Theorem 2.2. Given a system of equations

$$
X_{i}=P_{i} \quad i=1, \ldots, n
$$

over $V=\left\{X_{1}, \ldots, X_{n}\right\}$ and $A$, define a sequence $L^{(h)}=\left(L_{1}^{(h)}, \ldots, L_{n}^{(h)}\right)$ of vectors of subsets of $A^{*}$ by

$$
\begin{aligned}
L^{(0)} & =(\emptyset, \ldots, \emptyset) \\
L^{(h+1)} & =\left(P_{1}\left(L^{(h)}\right), \ldots, P_{n}\left(L^{(h)}\right)\right)=P\left(L^{(h)}\right)
\end{aligned}
$$

and set

$$
L_{i}=\bigcup_{h \geq 0} L_{i}^{(h)} \quad i=1, \ldots, n
$$

Then the vector

$$
L=\left(L_{1}, \ldots, L_{n}\right)
$$

is the least solution of the system.

## Proof. First,

$$
L_{i}=\bigcup_{h \geq 0} P_{i}\left(L^{(h)}\right)=P_{i}\left(\bigcup_{h \geq 0} L^{(h)}\right)=P_{i}(L)
$$

showing that $L$ is indeed a solution.
Next, if $M=\left(M_{1}, \ldots, M_{n}\right)$ is any solution, then $L^{(h)} \subset M$ for all $h \geq 0$. This is clear for $h=0$, and by induction

$$
L_{i}^{(h+1)}=P_{i}\left(L^{(h)}\right) \subset P_{i}(M)=M_{i}
$$

Let us remark that the basic ingredient of the proof is that $P_{i}$ is "continuous" and "monotone" in the lattice $\mathfrak{P}\left((V \cup A)^{*}\right)^{n}$, for the order of componentwise inclusion (see also the chapter by Kuich [37]).

A system of equations

$$
X_{i}=P_{i} \quad i=1, \ldots, n
$$

over $V=\left\{X_{1}, \ldots, X_{n}\right\}$ and $A$ is called

- proper if, for all $i$, one has $P_{i} \cap(\{\varepsilon\} \cup V)=\emptyset$,
- strict if, for all $i$, one has $P_{i} \subset\{\varepsilon\} \cup(V \cup A)^{*} A(V \cup A)^{*}$.

Thus, in a proper system, every word in the right side of an equation is either a terminal letter (in $A$ ) or has length at least 2 . If a context-free grammar is proper, the associated system of equations is proper. In a strict system, every nonempty word in a right side contains at least one terminal letter.

A solution $L=\left(L_{1}, \ldots, L_{n}\right)$ is proper if $\varepsilon \notin L_{i}$ for all $i$.
Theorem 2.3. A proper system has a unique proper solution. A strict system has a unique solution.

Before starting the proof, let us give some examples.
Example 2.2. The equation $X=X X$ is proper. Its unique proper solution is the empty set. However, every submonoid is a solution. Thus a proper system may have more than one solution.

Example 2.3. The system

$$
\begin{aligned}
& X=Y X+\varepsilon \\
& Y=a X b
\end{aligned}
$$

is neither proper nor strict. However, replacing $Y$ by $a X b$ in $Y X+\varepsilon$, one sees that the first component of a solution is also a solution of

$$
X=a X b X+\varepsilon
$$

which is strict. This shows that the system has only one solution.
The system

$$
\begin{aligned}
& X=(a X b)^{*} \\
& Y=a Y^{*} b
\end{aligned}
$$

is strict, so it has a unique solution. It is easily checked that

$$
X=(a X b)^{*}=a X b X+\varepsilon
$$

and

$$
a X b=a(a X b)^{*} b
$$

Thus the unique solution of this system is equal to the unique solution of the first.

Example 2.4. We claimed earlier that $\mathrm{L}=D_{1}^{*} b$. Here is the proof. The Lukasiewicz language L is the unique solution of the strict equation $X=$ $a X X+b$, and $D_{1}^{*}$ is (the unique) solution of the strict equation $X=a X b X+\varepsilon$. Thus $D_{1}^{*}=a D_{1}^{*} b D_{1}^{*}+\varepsilon$, and multiplying both sides by $b$, one gets $D_{1}^{*} b=$ $a D_{1}^{*} b D_{1}^{*} b+b$, showing that $D_{1}^{*} b$ is a solution of $X=a X X+b$. Since this equation has only one solution, the equality follows.

It is convenient to introduce a notation. For any $k \geq 0$, define an equivalence relation $\sim_{k}$ for languages $H, H^{\prime} \subset A^{*}$ by

$$
H \sim_{k} H^{\prime} \quad \Longleftrightarrow \quad\{w \in H| | w \mid \leq k\}=\left\{w \in H^{\prime}| | w \mid \leq k\right\}
$$

Extend these equivalences to vectors componentwise. Then one has the following general lemma:

Lemma 2.2. Let $L$ and $M$ be two solutions of a system of equations $X=P$. If

$$
\begin{align*}
L & \sim_{0} M  \tag{2.3}\\
L \sim_{k} M & \Rightarrow P(L) \sim_{k+1} P(M) \tag{2.4}
\end{align*}
$$

then $L=M$.
Proof. Since $L=P(L)$ and $M=P(M)$, the hypotheses imply that $L \sim_{k} M$ for all $k \geq 0$, and thus $L=M$.
Proof of the theorem 2.3. It suffices to show that the conditions of the lemma are fulfilled in both cases.

Consider first the case where $L$ and $M$ are proper solutions of the proper system $X=P$. Then by assumption $L \sim_{0} M$. Assume now $L \sim_{k} M$, and consider any $\alpha \in P_{i}$ for some $i$. If $\alpha \in A^{+}$, then $\alpha(L)=\alpha(M)=\alpha$. Otherwise, there exist non empty words $\beta, \gamma$, such that $\alpha=\beta \gamma$. Clearly $\beta(L) \sim_{k} \beta(M)$ and $\gamma(L) \sim_{k} \gamma(M)$, and since the empty word is not in these languages, one has

$$
\beta(L) \gamma(L) \sim_{k+1} \beta(M) \gamma(M)
$$

Thus $P_{i}(L) \sim_{k+1} P_{i}(M)$. This proves (2.4).
Consider now the case where $L$ and $M$ are solutions of the strict system $X_{i}=P_{i}$ for $i=1, \ldots, n$. Since $\varepsilon \in L_{i}$ for some $i$ iff $\varepsilon \in P_{i}$, one has $L \sim_{0} M$. Next, as before assume $L \sim_{k} M$, and consider any $\alpha \in P_{i}$ for some $i$. If $\alpha \neq \varepsilon$, then $\alpha=\beta a \gamma$ for words $\beta, \gamma$ and a letter $a \in A$. Again, $\beta(L) \sim_{k} \beta(M)$ and $\gamma(L) \sim_{k} \gamma(M)$, and since $a$ is a terminal letter, this implies that $\alpha(L) \sim_{k+1}$ $\alpha(M)$. This proves (2.4).

As we have already seen, a system may have a unique solution even if it is neither proper nor strict. Stronger versions of the above theorem exist. For instance, call a system of equations

$$
X=P(X)
$$

weakly proper (resp. weakly strict) if there is an integer $k$ such that the system

$$
X=P^{k}(X)
$$

is proper (resp. strict).
Corollary 2.1. A weakly strict (weakly proper) system has a unique (a unique proper) solution.

Proof. Let indeed $L$ be a solution of $X=P(X)$. Then $L=P^{k}(L)$, showing that $L$ is solution of $X=P^{k}(X)$. Hence the solution of $X=P(X)$ is unique.

Observe that, if $L$ is the solution of $X=P^{k}(X)$, then it is also the solution of the system $X=P(X)$. This may provide an easy way to compute the solution.

Example 2.5. Consider the system $X=P(X)$ given by

$$
\begin{aligned}
& X=Y X+\varepsilon \\
& Y=a X b
\end{aligned}
$$

Replacing $P$ by $P^{2}$, one gets

$$
\begin{aligned}
& X=a X b Y X+a X b+\varepsilon \\
& Y=a Y X b+a b
\end{aligned}
$$

which is not proper but strict. Hence the system is weakly strict.

### 2.2 Resolution

One popular method for resolution of systems of equations is Gaussian elimination. Consider sets $X=\left\{X_{1}, \ldots, X_{n}\right\}$ and $Y=\left\{Y_{1}, \ldots, Y_{m}\right\}$ of variables.
Theorem 2.4. For any system of equations

$$
\begin{align*}
& X=P(X, Y) \\
& Y=Q(X, Y) \tag{2.5}
\end{align*}
$$

over $(X \cup Y, A)$, let $L_{Y}^{\prime}$ be a solution of the system of equations

$$
Y=Q(X, Y)
$$

over $(Y, A \cup X)$, and let $L_{X}$ be a solution of the system of equations

$$
X=P\left(X, L_{Y}^{\prime}\right)
$$

$\operatorname{over}(X, A)$. Then $\left(L_{X}, L_{Y}^{\prime}\left(L_{X}\right)\right)$ is a solution of $(2.5)$.
Proof. Let indeed $L_{Y}^{\prime}=L_{Y}^{\prime}(X)$ be a solution of the system $Y=Q(X, Y)$. For any vector $L=\left(L_{1}, \ldots, L_{n}\right)$ of languages over $A$, one has

$$
\begin{equation*}
L_{Y}^{\prime}(L)=Q\left(L, L_{Y}^{\prime}(L)\right) \tag{2.6}
\end{equation*}
$$

by substitution. Next, let $L_{X}$ be a solution of

$$
\begin{equation*}
X=P\left(X, L_{Y}^{\prime}(X)\right) \tag{2.7}
\end{equation*}
$$

and set $L_{Y}=L_{Y}^{\prime}\left(L_{X}\right)$. Then $\left(L_{X}, L_{Y}\right)$ is a solution of (2.5) since $L_{X}=$ $P\left(L_{X}, L_{Y}\right)$ by (2.7) and $L_{Y}=Q\left(L_{X}, L_{Y}\right)$ by (2.6).

A special case is "lazy" resolution. This means that some variables, or even some occurrences of variables or factors in the right sides are considered as "fixed", the obtained system is solved, and the solution is substituted in the "fixed" part. More precisely,

Proposition 2.1. The two systems

$$
\begin{array}{rlrl}
X & =P(X, Y) & \text { and } & \\
Y & =Q(X) & & Y=Q(X, Q(X)) \\
Y & =Q(X)
\end{array}
$$

have same sets of solutions.
As an example, consider the equation $X=a X X+b$, that we write as

$$
\begin{aligned}
X & =Y X+b \\
Y & =a X
\end{aligned}
$$

The first equation is equivalent to $X=Y^{*} b$, thus the equations $X=a X X+b$ and $X=(a X)^{*} b$ have the same solution.

### 2.3 Linear systems

Left or right linear systems of equations are canonically associated to finite automata. The general methods take here a special form. A system of equations

$$
X_{i}=P_{i}(X), \quad i=1, \ldots, n
$$

over $(V, A)$ is right linear (resp. left linear) if $P_{i} \subset A^{*} V \cup A^{*}$ (resp. $P_{i} \subset$ $V A^{*} \cup A^{*}$ ). If furthermore it is strict (resp. proper), then $P_{i} \subset A^{+} V \cup A^{*}$ (resp. $P_{i} \subset A^{+} V \cup A^{+}$). A (right) linear system may be written as

$$
\begin{equation*}
X_{i}=\sum_{j=1}^{n} R_{i, j} X_{j}+S_{i} \quad i=1, \ldots, n \tag{2.8}
\end{equation*}
$$

where $R_{i, j} \subset A^{*}, S_{i} \subset A^{*}$. These sets are the coefficients of the system. One may also write

$$
X=R X+S
$$

by introducing a matrix $R=\left(R_{i, j}\right)$ and a vector $S=\left(S_{i}\right)$.
Given a finite automaton with state set $Q=\{1, \ldots, n\}$, denote by $R_{i, j}$ the set of labels of edges from state $i$ to state $j$, and set

$$
S_{i}= \begin{cases}\{\varepsilon\} & \text { if } i \text { is a final state } \\ \emptyset & \text { otherwise }\end{cases}
$$

Then it is easily verified that the least solution of the system (2.8) is the vector ( $L_{1}, \ldots, L_{n}$ ), where $L_{i}$ is the set of words recognized with initial state $i$.

Theorem 2.5. The components of the solution of a strict linear system are in the rational closure of the set of coefficients of the system.

Proof. There are several proofs of this result. The maybe simplest proof is to consider an alphabet $B=\left\{r_{i, j} \mid 1 \leq i, j \leq n\right\} \cup\left\{s_{i} \mid 1 \leq i \leq n\right\}$ and to consider the system obtained in replacing each $R_{i, j}$ by $r_{i, j}$ and similarly for the $S_{i}$. Build an automaton with state set $\{0,1, \ldots, n\}$, having an edge labeled $r_{i, j}$ from state $i$ to state $j$ for $1 \leq i, j \leq n$ and an edge labeled $s_{i}$ from state $i$ to the unique final state 0 . The component $L_{i}$ of the solution of the system is the set of label of paths from state $i$ to state 0 , and therefore is a rational set over $B$. To get the solution of the original system, it suffices to substitute the sets $R_{i, j}$ and $S_{i}$ to the corresponding variables.

An equivalent formulation is to say that the vector

$$
L=R^{*} S
$$

is the solution, where

$$
R^{*}=\bigcup_{m \geq 0} R^{m}
$$

One way to solve the original set of equations is to use Gaussian elimination (also called Arden's lemma in the linear case). One rewrites the last equation of the system as

$$
X_{n}=R_{n, n}^{*}\left(\sum_{j=1}^{n-1} R_{n, j} X_{j}+S_{j}\right)
$$

and substitutes this expression in the remaining equations.
Another way is to proceed inductively, and to compute the transitive closure $R^{*}$ from smaller matrices, using the formula

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)^{*}=\left(\begin{array}{cc}
\left(A+B D^{*} C\right)^{*} & A^{*} B\left(D+C A^{*} B\right)^{*} \\
D^{*} C\left(A+B D^{*} C\right)^{*} & \left(D+C A^{*} B\right)^{*}
\end{array}\right)
$$

provided $A$ and $D$ are square matrices.
A system (2.8) is called cycle-free if none of the diagonal coefficients of the matrix

$$
R+R^{2}+\cdots+R^{n}
$$

contains the empty word. The terminology is from graph theory : consider the graph over $\{1, \ldots, n\}$ with an edge from $i$ to $j$ iff $\varepsilon \in R_{i, j}$. Then this graph is cycle-free iff the system is. In fact, cycle-free systems are precisely weakly strict right linear systems. Indeed, the graph is cycle-free iff there is no path of length $k$ for $k>n$. This is equivalent to say that in the matrix $R^{k}$, none of the coefficients contains the empty word. Thus one has

Proposition 2.2. A cycle-free (right or left) linear system has a unique solution.

### 2.4 Parikh's theorem

In this section, we prove Parikh's theorem [43]. Our presentation follow [44]. A more general result is given in Kuich's chapter [37]. As already mentioned, all results concerning systems of equations, provided they make sense (e.g. Greibach normal form makes no sense in free commutative monoids) hold also for free partially commutative monoids, since the only argument used is induction on length. Two special cases of partially commutative free monoids are the free monoid and the free commutative monoid. Context-free sets in the latter case are described by Parikh's theorem:
Theorem 2.6. Any context-free set in the free commutative monoid is rational.

An equivalent formulation is that the set of Parikh vectors of a contextfree language is semi-linear. Indeed, let $A$ be an alphabet, and denote by $A^{\oplus}$ the free commutative monoid over $A$. There is a canonical mapping $\alpha$ from $A^{*}$ onto $A^{\oplus}$ that associates, to a word $w$, the element $\Pi_{a \in A} a^{|w|_{a}}$ in $A^{\oplus}$, where $|w|_{a}$ is the number of occurrences of the letter $a$ in $A$.

Rational sets are defined in $A^{\oplus}$ as they are in any monoid: they constitute the smallest family of languages containing the empty set, singletons, and closed under union, product and star. Here, product is the product in $A^{\oplus}$ of course. Because of commutativity, there are special relations, namely

$$
(X \cup Y)^{*}=X^{*} Y^{*}, \quad\left(X^{*} Y\right)^{*}=\{\varepsilon\} \cup X^{*} Y^{*} Y
$$

Using these, on gets easily the following
Proposition 2.3. In the free commutative monoid $A^{\oplus}$, every rational set has star-height at most 1.

Proof of the theorem. Consider first the case of a single (strict) equation

$$
X=P(X)
$$

where $P(X)$ is any rational subset of $(A \cup X)^{\oplus}$. This equation may be rewritten as

$$
X=R(X) X+S
$$

where $S=P(X) \cap A^{\oplus}$, and $R(X)$ is a rational subset of $(A \cup X)^{\oplus}$. The set $G=R(S)$ is rational, and we show that $G^{*} S$ is the (rational) solution of the equation.

Consider indeed two subsets $K, M$ of $A^{*}$, and set $P=K^{*} M$. For every $w \in(A \cup X)^{\oplus}$ containing at least one occurrence of $X$, one has the equality

$$
w(P)=w(M) K^{*}
$$

because the set $K^{*}$ can be "moved" to the end of the expression by commutativity, and $K^{*} K^{*}=K^{*}$. As a consequence, for every word $w \in(A \cup X)^{\oplus}$, one gets $w(P) P=w(M) P$. Thus in particular for $P=G^{*} S$,

$$
S+R(P) P=S+R(S) P=S+G G^{*} S=G^{*} S
$$

If the system has more than one equation, then it is solved by Gaussian elimination.

Example 2.6. Consider the equation

$$
X=a X X+b
$$

The set $R(X)$ of the proof reduces to $a X$, and the solution is $(a b)^{*} b=$ $\left\{a^{n} b^{n+1} \mid n \geq 0\right\}$.

## 3. Normal forms

In this section, we present three normal forms of context-free grammars. The two first ones are the Chomsky normal form and the Greibach normal form. They are often used to get easier proofs of results about context-free languages. The third normal form is the operator normal form. It is an example of a normal form that has been used in the syntactical analysis.

### 3.1 Chomsky normal form

A context-free grammar $G=(V, P)$ over the terminal alphabet $A$ is in weak Chomsky normal form if each nonterminal rule has a right member in $V^{\star}$ and each terminal rule has a right member in $A \cup\{\varepsilon\}$. It is in Chomsky normal form if it is in Chomsky normal form and each right member of a nonterminal rule has length 2.

Theorem 3.1. [28, 9] Given a context-free grammar, an equivalent contextfree grammar in Chomsky normal form can effectively be constructed.
Proof. The construction is divided into three steps. In the first step, the original grammar is transformed into a new equivalent grammar in weak Chomsky normal form. In the second step, we transform the grammar just obtained so that the length of a right member of a rule is at most 2. In the last step, we get rid of the nonterminal rules with a right member of length 1 (that is to say in $V$ ).

Step 1: To each terminal letter $a \in A$, we associate a new variable $X_{a}$. In all the right members of the rules of the original grammar, we replace each occurrence of the terminal letters $a$ by the new variable $X_{a}$. Finally, we add to the grammar so obtained the set of rules $X_{a} \longrightarrow a$. Clearly, the resulting grammar so constructed is in weak Chomsky normal form and is equivalent to the original one.

Step 2: We now introduce a new set of variables designed to represent the product of two old variables. More precisely, to each pair $(X, Y) \in V \times V$, we
associate a new variable $\langle X Y\rangle$. We then construct a new grammar by replacing any product of three or more old variables $X Y Z \cdots T$ by $\langle X Y\rangle Z \cdots T$. Then we add all the rules $\langle X Y\rangle \longrightarrow X Y$. This reduces the maximal length of nonterminal rules by 1 . This process is repeated until the maximum length of any right member is 2 .

Step 3: We finally get rid of nonterminal rules with a right member in $V$. This is achieved in the same usual way than the one used to get a proper grammar from a general one.

### 3.2 Greibach normal forms

A context-free grammar $G=(V, P)$ over the terminal alphabet $A$ is in Greibach normal form iff each rule of the grammar rewrites a variable into a word in $A V^{\star}$. In particular, the grammar is proper and each terminal rule rewrites a variable in a terminal letter.

It is in quadratic Greibach normal form iff it is in Greibach normal form and each right member of a rule of $G$ contains at most 2 variables.

It is in double Greibach normal form iff each right member of the rules of $G$ are in $A V^{\star} A \cup A$. In particular, a terminal rule rewrites a variable in a letter or in a word of length 2.

It is in cubic double Greibach normal form (resp. in quadratic double Greibach normal form iff it is in double Greibach normal form and each right member of a rule contains at most 3 variables (resp. at most 2 variables).

The fact that any proper context-free grammar $G$ can be transformed in an equivalent grammar $G^{\prime}$ in Greibach normal form is a classical result [28]. However, the fact that the same result holds with $G^{\prime}$ in quadratic Greibach normal form is more rarely presented. Nearly never proved is the same result with $G^{\prime}$ in quadratic double normal form. Hence, we show how such equivalent grammars can effectively be constructed.
Theorem 3.2. Given a proper context-free grammar $G$, an equivalent context free grammar in quadratic Greibach normal form can effectively be constructed from $G$.

A weaker similar result has originally been proved by Greibach [24]: she showed that, given a proper context-free grammar, an equivalent contextfree grammar in Greibach normal form can effectively be constructed. The additional statement stating that this grammar can be in quadratic Greibach normal form was proved later by Rosenkrantz [45]. We sketch here the proof he gave; we will see below an alternative proof.

Sketch of the construction:
We may assume that the grammar is proper and in Chomsky normal form, that is that each right-hand side is in $A \cup V^{2}$. Consider the associated system of equations

$$
X_{i}=P_{i} \quad i=1, \ldots, n
$$

This may be written as

$$
X=X R+S
$$

where

$$
S_{i}=P_{i} \cap A
$$

and

$$
R_{j, i}=X_{j}^{-1} P_{i}
$$

Using lazy evaluation, this system is equivalent to

$$
X=S R^{*}
$$

and since

$$
R^{*}=R R^{*}+I
$$

one has

$$
\begin{aligned}
X & =S Y \\
Y & =R Y+I
\end{aligned}
$$

where $Y=\left(Y_{j, i}\right)$ is a new set of $n^{2}$ variables. Observe that each $R_{j, i}$ is a subset of $V$. Thus, using the system $X=S Y$, each $R_{j, i}$ can be replaced by the set

$$
\hat{R}_{j, i}=\sum_{X_{\ell} \in R_{j, i}}(S Y)_{\ell}
$$

and the whole system is equivalent to

$$
\begin{aligned}
X & =S Y \\
Y & =\hat{R} Y+I
\end{aligned}
$$

where $\hat{R}=\left(\hat{R}_{j, i}\right)$. In order to get the quadratic Greibach normal form, it suffices to eliminate the $\varepsilon$-rules. This is done in the usual way.

Theorem 3.3. Given a proper context-free grammar $G$, an equivalent context free grammar in quadratic double Greibach normal form can effectively be constructed from $G$.

This result has been proved by Hotz [31]. We follow his proof. It should be noted that the same technique allows to give an alternative proof of the previous theorem 3.2.

The proof of theorem 3.3 turns out to be a complement to the proof of
Theorem 3.4. Given a proper context-free grammar $G$, an equivalent context free grammar in cubic double Greibach normal form can effectively be constructed from $G$.

The construction of the desired grammar is decomposed into four steps. The two first ones will lead to an equivalent grammar in quadratic Greibach normal form. The last two ones complete the construction of an equivalent grammar in quadratic double Greibach normal form.

Let $G=(V, P)$ be a proper context-free grammar in weak Chomsky normal form over the terminal alphabet $A$.
Step 1 (construction of the set of new variables needed):
To each variable $X \in V$, we associate the sets

$$
\left.\begin{array}{l}
L(X)=\left\{a m \in A V^{\star} \mid X \stackrel{\star}{\stackrel{\star}{\ell}} \alpha \longrightarrow a m\right. \\
R(X)=\left\{m a \in V^{\star} A \mid X \xrightarrow[V^{*}]{\stackrel{\rightharpoonup}{r}} \alpha \longrightarrow m a\right.
\end{array}\right\}
$$

The idea is to construct a new grammar including rules the $X \longrightarrow a m$ for each $a m \in L(X)$. The difficulty comes from the fact that the sets $L(X)$ are infinite. This difficulty can be overcome using the fact these sets are rational. The sets $R(X)$ will only be used to get the double Greibach normal form. Formally, to each variable $X \in V$ and to each terminal letter $a \in A$, we associate the sets

$$
\begin{aligned}
& L(a, X)=a^{-1} L(X)=\left\{m \in V^{\star} \mid X \xrightarrow[\ell]{\star} \alpha \longrightarrow a m \quad \alpha \in V^{*}\right\} \\
& R(X, a)=R(X) a^{-1}=\left\{m \in V^{\star} \mid X \xrightarrow[\underset{r}{\star}]{\stackrel{\star}{\rightleftharpoons}} \alpha \longrightarrow m a \quad \alpha \in V^{*}\right\}
\end{aligned}
$$

Clearly, each $L(a, X)$ and each $R(X, a)$ is a rational language over $V$ since $L(X)$ and $R(X)$ are rational: to get a word in $L(X)$, we look at leftmost derivations in the original grammar. Then, such a derivation can be decomposed in a first part where the obtained words all lie in $V^{*}$. The second part consists in the last step where the leftmost variable is derived in a terminal letter $a$. In this process, we then always derive the leftmost variable of the sentential forms. So, this derivation is obtained by using the grammar as if it were left linear. Hence, the set of words so obtained forms a rational set. It then follows immediately that each $L(a, X)$ is rational too.

A similar proof using right linear grammars shows that each $R(X, a)$ is rational.

Next, define two families $\mathcal{L}$ and $\mathcal{R}$ of languages by

$$
\mathcal{L}=\{L(a, X) \mid a \in A, X \in V\}, \quad \mathcal{R}=\{R(X, a) \mid a \in A, X \in V\}
$$

We then define $\mathcal{H}$ as the closure of $\mathcal{L} \bigcup \mathcal{R}$ under the right and left quotients by a letter of $V$. Since each language in $\mathcal{L} \bigcup \mathcal{R}$ is rational, this gives raise to a finite number of new regular languages over $V$. Thus, the family $\mathcal{H}$ is finite.

The idea is now to use the languages in $\mathcal{H}$ as variables in the grammar to be constructed. The set of new variables will be denoted like this family of languages, that is, an element $L \in \mathcal{H}$ will denote both the language and the new variable.

Example 3.1. Let $G=(V, P)$ be the following grammar in weak Chomsky normal form :

$$
\begin{aligned}
& S \longrightarrow S X S S+b \\
& X \longrightarrow a
\end{aligned}
$$

We can now look for the family $\mathcal{L}$. Since

$$
L(a, S)=\emptyset \quad L(b, S)=(X S S)^{\star}=L_{0} \quad L(a, X)=\{\varepsilon\}=E \quad L(b, X)=\emptyset
$$

$\mathcal{L}$ is formed of the three languages $\left\{\emptyset, L_{0}, E\right\}$.
Similarly, $\mathcal{R}=\left\{\emptyset, L_{1}, E\right\}$ because

$$
R(S, a)=\emptyset \quad R(S, b)=(S X S)^{\star}=L_{1} \quad R(X, a)=\{\varepsilon\}=E .
$$

Thus, $\mathcal{L} \bigcup \mathcal{R}=\left\{\emptyset, L_{0}, L_{1}, E\right\}$. From this family, we derive the family $\mathcal{H}$ by closing $\mathcal{L} \bigcup \mathcal{R}$ under left and right quotient by a letter in $V$. Here are the new languages that appear :

$$
\begin{aligned}
X^{-1} L_{0} & =S S(X S S)^{\star}=L_{2} & L_{0} S^{-1}=(X S S)^{\star} X S=L_{3} \\
S^{-1} L_{1} & =X S(S X S)^{\star}=L_{3} & L_{1} S^{-1}=(S X S)^{\star} S X=L_{4} \\
S^{-1} L_{2} & =S(X S S)^{\star}=L_{5} & L_{2} S^{-1}=S(S X S)^{\star}=L_{6} \\
X^{-1} L_{3} & =(S S X)^{\star} S=L_{6} & L_{3} S^{-1}=(X S S)^{\star} X=L_{7} \\
S^{-1} L_{4} & =(X S S)^{\star} X=L_{7} & L_{4} X^{-1}=S(X S S)^{\star}=L_{5} \\
S^{-1} L_{5} & =(X S S)^{\star}=L_{0} & L_{5} S^{-1}=(S X S)^{\star}=L_{1} \\
S^{-1} L_{6} & =(S X S)^{\star}=L_{1} & L_{6} S^{-1}=(S S X)^{\star}=L_{8} \\
X^{-1} L_{7} & =(S S X)^{\star}=L_{8} & L_{7} X^{-1}=(X S S)^{\star}=L_{0} \\
S^{-1} L_{8} & =S X(S S X)^{\star}=L_{4} & L_{8} X^{-1}=(S S X)^{\star} S S=L_{2}
\end{aligned}
$$

Hence, the family $\mathcal{H}$ contains 11 languages: the languages $L_{0}, \ldots, L_{8}$, the language $E=\{\varepsilon\}$ and the empty set $\emptyset$. (In the above computations, we have omitted all empty quotients.) Among these languages, $E, L_{0}, L_{1}$ and $L_{8}$ contain the empty word.

Step 2 (Construction of an equivalent grammar in quadratic Greibach normal form)

The new grammar has the set of variables $V \cup \mathcal{H}$, and the following rules:
(i) Each terminal rule of the original grammar is a terminal rule of the new grammar.
(ii) To each variable $X \in V$ of the original grammar is associated the (finite) set of rules $X \longrightarrow a L$ for each $a \in A$, with $L=L(a, X) \in \mathcal{H}$. The rules so created have all their right members in $A \mathcal{H}$.
(iii) Each new variable $L \in \mathcal{H}$ gives raise to the finite set of rules $L \longrightarrow X L^{\prime}$ for $X \in V$ with $L^{\prime}=X^{-1} L \in \mathcal{H}$ and to the rule $L \longrightarrow \varepsilon$ if $\varepsilon \in L$. Each such rule has its right member in $V \mathcal{H} \cup\{\varepsilon\}$.
(iv) In each new non $\varepsilon$-rule added just above, the leftmost variable in $V$ is replaced by the right members generated in step (ii); since these right members are in $A \mathcal{H}$, the rules so obtained have all their right members in $A \mathcal{H} \mathcal{H}$.

Hence, the grammar so obtained is almost in quadratic Greibach normal form: each right member is in $A \mathcal{H} \mathcal{H} \cup A \cup\{\varepsilon\}$.

To obtain such a normal form, it suffices to complete a final operation eliminating the $\varepsilon$-rules. We do this in the usual way, that is we replace any occurrence of a variable $L$ giving the empty word by ( $L \cup\{\varepsilon\}$ ) in the right members and erase the $\varepsilon$-rules.

The fact that the new grammar is equivalent to the original one is immediate: it suffices to look at the two grammars as systems of equations. So far, we have proved Theorem 3.2.

Example 3.2. (continued) The rules $S \longrightarrow S X S S+b$ give raise to the new rules $S \longrightarrow b L_{0}+b E$. The last rule $X \longrightarrow a$ gives raise to $X \longrightarrow a E$.

The new set of variables gives raise to

| $L_{0} \longrightarrow X L_{2}+\varepsilon$ | $L_{1} \longrightarrow S L_{3}+\varepsilon$ |
| :--- | :--- |
| $L_{2} \longrightarrow S L_{5}$ | $L_{3} \longrightarrow X L_{6}$ |
| $L_{4} \longrightarrow S L_{7}$ | $L_{5} \longrightarrow S L_{0}$ |
| $L_{6} \longrightarrow S L_{1}$ | $L_{7} \longrightarrow X L_{8}$ |
| $L_{8} \longrightarrow S L_{4}+\varepsilon$ | $E \longrightarrow \varepsilon$ |

Replacing $X$ by $a E$ and $S$ by $b E+b L_{0}$, the new grammar becomes

$$
\begin{array}{ll}
S \longrightarrow b L_{0}+b E & X \longrightarrow a E \\
L_{0} \longrightarrow a E L_{2}+\varepsilon & L_{1} \longrightarrow b E L_{3}+b L_{0} L_{3}+\varepsilon \\
L_{2} \longrightarrow b E L_{5}+b L_{0} L_{5} & L_{3} \longrightarrow a E L_{6} \\
L_{4} \longrightarrow b E L_{7}+b L_{0} L_{7} & L_{5} \longrightarrow b E L_{0}+b L_{0} L_{0} \\
L_{6} \longrightarrow b E L_{1}+b L_{0} L_{1} & L_{7} \longrightarrow a E L_{8} \\
L_{8} \longrightarrow b E L_{4}+b L_{0} L_{4}+\varepsilon & E \longrightarrow \varepsilon
\end{array}
$$

This is the desired intermediate grammar obtained after step (iv). To obtain the quadratic Greibach normal form, we replace everywhere $E, L_{0}, L_{1}$ and $L_{8}$ by themselves plus the empty word in the right members and suppress the $\varepsilon$-rules. Then we get the following grammar (to be compared to the one obtained with Rosenkrantz's method):

$$
\begin{array}{ll}
S \longrightarrow b L_{0}+b & X \longrightarrow a \\
L_{0} \longrightarrow a L_{2} & L_{1} \longrightarrow b L_{3}+b L_{0} L_{3} \\
L_{2} \longrightarrow b L_{5}+b L_{0} L_{5} & L_{3} \longrightarrow a L_{6} \\
L_{4} \longrightarrow b L_{7}+b L_{0} L_{7}+b L_{7} & L_{5} \longrightarrow b L_{0}+b L_{0} L_{0}+b \\
L_{6} \longrightarrow b L_{1}+b L_{0} L_{1}+b L_{0}+b & L_{7} \longrightarrow a L_{8}+a \\
L_{8} \longrightarrow b L_{4}+b L_{0} L_{4} &
\end{array}
$$

Note that this grammar is not reduced. The only useful variables are $S, L_{0}, L_{2}$ and $L_{5}$. The seemingly useless variables and rules will appear to be useful later. Note too that $E$ disappeared because, when $\varepsilon$ is removed from the language, $E$ becomes empty.

The next two steps will be devoted to the proof of theorem 3.3.
Step 3 (Construction of an equivalent grammar in cubic double Greibach normal form)

We work on the grammar just obtained above. Each nonterminal rule of this grammar ends with a variable in $\mathcal{H}$. A variable now generates a language that is proper. Thus, the language is not necessarily in $\mathcal{H}$ (considered as a family of languages) because the empty word may be missing. However, the set $\mathcal{H}$ (considered as a set of variables) remains the same. Each variable now generates the associated language of $\mathcal{H}$ up to the empty word.

We first proceed to the same operations as in step 2, using right quotients instead of left ones. This operation is presented below in a slightly different way than we did in step 2. Precisely,
(i) For each language $L \in \mathcal{H}$, the set $L X^{-1}$ is now a language of the family $\mathcal{H}$ up to the empty word. So, each $L$ in $\mathcal{H}$ can be described as the union of $L^{\prime} X$ for each $X \in V$ with $L^{\prime}=L X^{-1}$, completed by $X$ as soon as $L^{\prime}$ contains the empty word. We do this for each $L$.
Each language generated by a variable $X \in V$ is proper. Hence, in the expression above, $X$ can be replaced by the union of all the $R a$ for each $a \in A$, with $R$ the variable associated to the language $R(X, a)$. Again,
this union has to be completed by $a$ as soon as the language $R(X, a)$ contains the empty word.
This gives a system of equations where each $L \in \mathcal{H}$ is a sum of terms in $\mathcal{H} \mathcal{H} A \cup \mathcal{H} A \cup A$.
(ii) We now go back to the grammar in quadratic normal form resulting from step 2, and replace each rightmost variable of the nonterminal rules in the grammar by the expression in the system obtained in step (i). We thus obtain an equivalent grammar where the nonterminal rules have a terminal letter as rightmost symbol. It should be noted that, in the resulting grammar, the number of variables is increased by at most one in each rule, so that the grammar is cubic. Hence, the so obtained grammar is in cubic double Greibach normal form.

Example 3.3. (continued) The first identities are directly derived from the right quotients computed before. They are

$$
\begin{array}{ll}
L_{0}=L_{3} S & L_{1}=L_{4} S \\
L_{2}=L_{6} S & L_{3}=L_{7} S \\
L_{4}=L_{5} X & L_{5}=L_{1} S+S \\
L_{6}=L_{8} S+S & L_{7}=L_{0} X+X \\
L_{8}=L_{2} X+X &
\end{array}
$$

Replacing now each $S$ by $L_{1} b+b$ and each $X$ by $a$, we obtain

$$
\begin{array}{ll}
L_{0} \longrightarrow L_{3} L_{1} b+L_{3} b & L_{1} \longrightarrow L_{4} L_{1} b+L_{4} b \\
L_{2} \longrightarrow L_{6} L_{1} b+L_{6} b & L_{3} \longrightarrow L_{7} L_{1} b+L_{7} b \\
L_{4} \longrightarrow L_{5} a & L_{5} \longrightarrow L_{1} L_{1} b+L_{1} b \\
L_{6} \longrightarrow L_{8} L_{1} b+L_{8} b+b & L_{7} \longrightarrow L_{0} a+a \\
L_{8} \longrightarrow L_{2} a+a &
\end{array}
$$

Going back to the grammar obtained at the end of step 2, we replace in it each rightmost variable by the finite sum so obtained, giving raise to :

$$
\begin{aligned}
& S \longrightarrow b L_{3} L_{1} b+b L_{3} b+b \\
& X \longrightarrow a \\
& L_{0} \longrightarrow a L_{6} L_{1} b+a L_{6} b \\
& L_{1} \longrightarrow b L_{7} L_{1} b+b L_{7} b+b L_{0} L_{7} L_{1} b+b L_{0} L_{7} b \\
& L_{2} \longrightarrow b L_{1} L_{1} b+b L_{1} b+b b+b L_{0} L_{1} L_{1} b+b L_{0} L_{1} b+b L_{0} b \\
& L_{3} \longrightarrow a L_{8} L_{1} b+a L_{8} b+a L_{1} b+a b \\
& L_{4} \longrightarrow b L_{0} a+b a+b L_{0} L_{0} a \\
& L_{5} \longrightarrow b L_{3} L_{1} b+b L_{3} b+b L_{0} L_{3} L_{1} b+b L_{0} L_{3} b+b \\
& L_{6} \longrightarrow b L_{4} L_{1} b+b L_{4} b+b L_{0} L_{4} L_{1} b+b L_{0} L_{4} b \\
& L_{7} \longrightarrow a L_{2} a+a a+a \\
& L_{8} \longrightarrow b L_{5} a+b L_{0} L_{5} a
\end{aligned}
$$

The steps 1, 2 and 3 allow thus to transform any context-free grammar in weak Chomsky normal form in an equivalent grammar in cubic double Greibach normal form, which proves Theorem 3.4.
Step 4 (Construction of an equivalent grammar in quadratic double Greibach normal form)

We use here essentially the same technique of grouping variables that was previously used to derive Chomsky normal form from weak Chomsky normal form. It should be also noted that this technique can be used to transform a grammar in Greibach normal form into quadratic Greibach normal form.

In the grammar obtained in the previous step, no variable of $V$ appears in the right member of a rule. Moreover, any variable of $\mathcal{H}$ represents, up to the empty word, the corresponding language. In particular, a language $L \in \mathcal{H}$ can be described by

- a left quotient description given by the rules of the grammar in quadratic Greibach normal form obtained in step 2.
- a right quotient description obtained in the same way. It is the intermediate description used in step 3 just before transforming the grammar in an equivalent one in double Greibach normal form.
We now enlarge the family $\mathcal{H}$ by adding the family $\mathcal{H} \mathcal{H}$. To this new family of languages is associated a new set of variables $W$. It should be noted that, each $Y \in W$ represents a product $L \cdot L^{\prime} \in \mathcal{H} \mathcal{H}$. Hence, replacing $L$ by its left quotient description, and $L^{\prime}$ by its right quotient description, we get a description of each $Y \in W$ as a finite union of terms in $A \mathcal{H} \mathcal{H} \mathcal{H} \mathcal{H} \cup$ $A \mathcal{H} \mathcal{H} \mathcal{H} A \cup A \mathcal{H} \mathcal{H} A \cup A \mathcal{H} A \cup A A$.

Each product of four elements of $\mathcal{H}$ can be replaced by a product of two elements of $W$; similarly, any product of three elements of $\mathcal{H}$ can be replaced by the product of an element in $W$ by an element of $\mathcal{H}$ (or just the contrary as well).

Then using this transformation in the right members of the rules of the grammar in cubic double Greibach normal form and adding the new rules induced by the representation of variables in $W$ just obtained, we get an equivalent grammar which is now in quadratic double Greibach normal form.

Example 3.4. (end) The family $W$ is formed of elements denoted $\left\langle L L^{\prime}\right\rangle$ for $L, L^{\prime} \in \mathcal{H}$. We first make quadratic the rules of the above obtained grammar by introducing, when necessary, some of our new variables.

$$
\begin{aligned}
& S \longrightarrow b L_{3} L_{1} b+b L_{3} b+b \\
& X \longrightarrow a L_{6} L_{1} b+a L_{6} b+a \\
& L_{1} \longrightarrow b L_{7} L_{1} b+b L_{7} b+b\left\langle L_{0} L_{7}\right\rangle L_{1} b+b L_{0} L_{7} b \\
& L_{2} \longrightarrow b L_{1} L_{1} b+b L_{1} b+b b+b\left\langle L_{0} L_{1}\right\rangle L_{1} b+b L_{0} L_{1} b+b L_{0} b \\
& L_{3} \longrightarrow a L_{8} L_{1} b+a L_{8} b+a L_{1} b+a b \\
& L_{4} \longrightarrow b L_{0} a+b a+b L_{0} L_{0} a \\
& L_{5} \longrightarrow b L_{3} L_{1} b+b L_{3} b+b\left\langle L_{0} L_{3}\right\rangle L_{1} b+b L_{0} L_{3} b+b \\
& L_{6} \longrightarrow b L_{4} L_{1} b+b L_{4} b+b\left\langle L_{0} L_{4}\right\rangle L_{1} b+b L_{0} L_{4} b \\
& L_{7} \longrightarrow a L_{2} a+a a+a \\
& L_{8} \longrightarrow b L_{5} a+b L_{0} L_{5} a
\end{aligned}
$$

Doing this, we have introduced the four new variables $\left\langle L_{0} L_{1}\right\rangle,\left\langle L_{0} L_{3}\right\rangle$, $\left\langle L_{0} L_{4}\right\rangle$ and $\left\langle L_{0} L_{7}\right\rangle$. Rather than computing the descriptions of all the elements $\left\langle L_{i} L_{j}\right\rangle$, we will compute those needed as soon as they appear.

So we begin by computing the description of $\left\langle L_{0} L_{1}\right\rangle$ : for this we use

$$
L_{0}=a L_{2} \quad L_{1}=L_{4} L_{1} b+L_{4} b
$$

which gives raise to the rules

$$
\left\langle L_{0} L_{1}\right\rangle \longrightarrow a\left\langle L_{2} L_{4}\right\rangle L_{1} b+a L_{2} L_{4} b
$$

Going on this way, we get the (huge) equivalent grammar in quadratic double Greibach normal form:

$$
\begin{aligned}
S & \longrightarrow b L_{3} L_{1} b+b L_{3} b+b \\
X & \longrightarrow a \\
L_{0} & \longrightarrow a L_{6} L_{1} b+a L_{6} b+a \\
L_{1} & \longrightarrow b L_{7} L_{1} b+b L_{7} b+b\left\langle L_{0} L_{7}\right\rangle L_{1} b+b L_{0} L_{7} b \\
L_{2} & \longrightarrow b L_{1} L_{1} b+b L_{1} b+b b+b\left\langle L_{0} L_{1}\right\rangle L_{1} b+b L_{0} L_{1} b+b L_{0} b \\
L_{3} & \longrightarrow a L_{8} L_{1} b+a L_{8} b+a L_{1} b+a b \\
L_{4} & \longrightarrow b L_{0} a+b a+b L_{0} L_{0} a \\
L_{5} & \longrightarrow b L_{3} L_{1} b+b L_{3} b+b\left\langle L_{0} L_{3}\right\rangle L_{1} b+b L_{0} L_{3} b+b \\
L_{6} & \longrightarrow b L_{4} L_{1} b+b L_{4} b+b\left\langle L_{0} L_{4}\right\rangle L_{1} b+b L_{0} L_{4} b \\
L_{7} & \longrightarrow a L_{2} a+a a+a \\
\left\langle L_{0} L_{1}\right\rangle & \longrightarrow a\left\langle L_{2} L_{4}\right\rangle L_{1} b+a L_{2} L_{4} b \\
\left\langle L_{0} L_{3}\right\rangle & \longrightarrow a\left\langle L_{2} L_{7}\right\rangle L_{1} b+a L_{2} L_{7} b \\
\left\langle L_{0} L_{4}\right\rangle & \longrightarrow a L_{2} L_{5} a \\
\left\langle L_{0} L_{7}\right\rangle & \longrightarrow a L_{2} L_{0} a+a \\
\left\langle L_{2} L_{4}\right\rangle & \longrightarrow b\left\langle L_{0} L_{5}\right\rangle L_{5} a+b L_{5} L_{5} a \\
\left\langle L_{2} L_{7}\right\rangle & \longrightarrow b\left\langle L_{0} L_{5}\right\rangle L_{0} a+b L_{0} L_{5} a+b L_{5} L_{0} a+b L_{5} a \\
\left\langle L_{0} L_{5}\right\rangle & \longrightarrow a\left\langle L_{2} L_{1}\right\rangle L_{1} b+a L_{2} L_{1} b+a L_{2} b \\
\left\langle L_{2} L_{1}\right\rangle & \longrightarrow b\left\langle L_{0} L_{5}\right\rangle\left\langle L_{4} L_{1}\right\rangle b+b\left\langle L_{0} L_{5}\right\rangle L_{4} b+b L_{5}\left\langle L_{4} L_{1}\right\rangle b+b L_{5} L_{4} b \\
\left\langle L_{4} L_{1}\right\rangle & \longrightarrow a\left\langle L_{0} L_{7}\right\rangle\left\langle L_{4} L_{1}\right\rangle b+b\left\langle L_{0} L_{7}\right\rangle L_{4} b+b L_{7}\left\langle L_{4} L_{1}\right\rangle b+b L_{7} L_{3} b
\end{aligned}
$$

Remark 3.1. The only useless variable is now $X$.

### 3.3 Operator normal form

We present here another classical normal form, namely the operator normal form. A context-free grammar $G$ over the terminal alphabet $A$ is in operator normal form if no right member of a rule contains two consecutive variables. This normal form has been introduced for purposes from syntactical analysis. For these grammars, an operator precedence can be defined which is inspired of the classical precedence relations of usual arithmetic operators. From a general point of view, the following holds :
Theorem 3.5. [28, 16] Given a context-free language, an equivalent contextfree grammar in operator normal form can effectively be constructed.

Proof. It is very easy. Given a grammar $G$ in Chomsky normal form, to each pair of a terminal letter $a$ and of a variable $X$ is attached a new variable $X_{a}$ designed to generate the set of words $u$ such that $X$ generates $u a$, that is to say $X_{a}=X a^{-1}$. So, each language $L_{G}(X)$ is exactly the sum over $A$ of all the languages $L_{X_{a}} a$, sum completed by $\{\varepsilon\}$ as soon as $L_{X}$ contains $\varepsilon$. Identifying $L_{X}$ and $X$, this can be written:

$$
\begin{equation*}
X=\left(\bigcup_{a \in A} X_{a} a\right) \cup(\{\varepsilon\} \cap X) \tag{3.1}
\end{equation*}
$$

In the right members of the original grammar, we now replace each occurrence of the variables $X$ by the right hand side of equation (3.1). This gives raise to
a set of rules say $P_{1}$. Finally, we add the rules $X_{a} \longrightarrow \alpha$ for $X \longrightarrow \alpha a \in P_{1}$. This gives raise to a new grammar which is equivalent to the original one and is in operator normal form. Note that this new grammar may be neither proper nor reduced.

Example 3.5. Consider the grammar given by the two rules

$$
S \longrightarrow a S S+b
$$

We introduce two new variables $S_{a}$ and $S_{b}$. The set of rules in $P_{1}$ is

$$
S \longrightarrow a S_{a} a S_{a} a+a S_{a} a S_{b} b+a S_{b} b S_{a} a+a S_{b} b S_{b} b+b
$$

We then add the rules

$$
S_{a} \longrightarrow a S_{a} a S_{a}+a S_{b} b S_{a} \quad S_{b} \longrightarrow a S_{a} a S_{b}+a S_{b} b S_{b}+\varepsilon
$$

and get the desired grammar.
If we reduce the grammar, we note that the variable $S_{a}$ is useless. So, we get the grammar

$$
S \longrightarrow a S_{b} b S_{b} b+b \quad S_{b} \longrightarrow a S_{b} b S_{b}+\varepsilon
$$

If we need a proper grammar in operator normal form, we just apply the usual algorithm to make it proper.

Remark 3.2. The theory of grammar forms [13] develops a general framework for defining various similar normal forms. These are defined through patterns like $V A V+A$ indicating that the right members have to lie in $V A V \cup A$. From this point of view, the various normal forms presented above appear as particular instances of a very general situation (see [5]).

## 4. Applications of the Greibach normal form

### 4.1 Shamir's theorem

We present a first application of Greibach normal form. The presentation given here follows [33]. Recall that, given an alphabet $V$ containing $n$ letters, we denote by $D_{V}^{*}$ the Dyck set over the alphabet $(V \cup \bar{V})$. Given a word $m \in(V \cup \bar{V})^{\star}$, we denote $\tilde{m}$ the reversal of $m$. We denote $\mathfrak{P}\left((V \cup \bar{V})^{\star}\right)$ the family of subsets of $(V \cup \bar{V})^{\star}$. We now state Shamir's theorem [51]:

Theorem 4.1 (Shamir). For any context-free language $L$ over $A$, there exists an alphabet $V$, a letter $X \in V$ and a monoid homomorphism $\Phi: A^{\star} \rightarrow$ $\mathfrak{P}\left((V \cup \bar{V})^{\star}\right)$ such that

$$
u \in L \Longleftrightarrow X \Phi(u) \cap D_{v}^{\star} \neq \emptyset
$$

Proof. Let $G=(V, P)$ be a context-free grammar in Greibach normal form over $A$ generating $L$. To each terminal letter $a \in A$, associate the finite set

$$
\Phi(a)=\left\{\bar{X} \widetilde{\alpha} \in(V \cup \bar{V})^{\star} \mid X \longrightarrow a \alpha \in P\right\}
$$

This defines Shamir's homomorphism $\Phi: A^{\star} \longrightarrow \mathfrak{P}\left((V \cup \bar{V})^{\star}\right)$. A simple induction allows to prove that, for any terminal word $u \in A^{\star}$ and for any nonterminal word $m \in V^{\star}$

$$
X \xrightarrow[\ell]{\star} u m \Longleftrightarrow X \Phi(u) \cap[\tilde{m}] \neq \emptyset
$$

where [ $\tilde{m}]$ represents the class of $\tilde{m}$ in the Dyck congruence. This shows, in particular, that $X \xrightarrow[\ell]{\star} u$ iff $X \Phi(u) \cap D_{v}^{\star} \neq \emptyset$ which is precisely the theorem.

For later use, we state another formulation of the theorem.
Given a context-free grammar $G=(V, P)$ over $A$ in Greibach normal form generating $L$, we associate to each terminal letter $a \in A$ the set $\hat{\Phi}(a)=$ $\Phi(a) a \bar{a}$. As far as Shamir's theorem is concerned, nearly nothing is changed: we use the total alphabet $T=V \cup A$ instead of $V$, and the same result holds with $D_{T}^{\star}$ instead of $D_{V}^{\star}$, that is

$$
\begin{equation*}
X \frac{\star}{\ell} u \Longleftrightarrow \exists w \in \hat{\Phi}(u): X w \in D_{T}^{\star} \tag{4.1}
\end{equation*}
$$

### 4.2 Chomsky-Schützenberger's theorem

We now show how to use Shamir's theorem 4.1 to prove directly the famous Chomsky-Schützenberger theorem [28, 10], that we recall here:

Theorem 4.2 (Chomsky-Schützenberger). A language $L$ over the alphabet $A$ is context-free iff there exists an alphabet $T$, a rational set $K$ over $(T \cup \bar{T})^{\star}$ and a morphism $\psi:(T \cup \bar{T})^{\star} \longrightarrow A^{\star}$, such that

$$
L=\psi\left(D_{T}^{\star} \cap K\right)
$$

Proof. We follow again [33]. The "if" part follows from the classical closure properties of the family of context-free languages. Hence, we just sketch the proof of the "only if" part. Let $G=(V, P)$ be a grammar over $A$ and set $T=V \cup A$.

Define a homomorphism $\psi$ from $(T \cup \bar{T})^{\star}$ into $A^{\star}$ by

$$
\begin{aligned}
& \forall X \in V, \psi(X)=\psi(\bar{X})=1 \\
& \forall a \in A, \psi(a)=a \text { and } \psi(\bar{a})=1
\end{aligned}
$$

Using morphism $\hat{\Phi}$ of the reformulation of Shamir's theorem, we note that $w \in \hat{\Phi}(u) \Longrightarrow \psi(w)=u$. Conversely, if $\psi(w)=u$ and $w \in \hat{\Phi}\left(A^{\star}\right)$, then $w \in \hat{\Phi}(u)$. Thus

$$
w \in \hat{\Phi}(u) \Longleftrightarrow \psi(w)=u \quad \text { for } \quad w \in \hat{\Phi}\left(A^{\star}\right)
$$

Then, the right hand side of equation (4.1) is equivalent to

$$
\exists w \in \hat{\Phi}\left(A^{\star}\right): \psi(X w)=u, \quad X w \in D_{T}^{\star} .
$$

Thus, setting $K=X \hat{\Phi}\left(A^{\star}\right)$, which is rational, this can be written

$$
X \stackrel{\star}{\ell} u \Longleftrightarrow \exists w: \quad \psi(X w)=u, \quad X w \in D_{T}^{\star} \cap K
$$

and the Chomsky-Schützenberger theorem is proved.

### 4.3 The hardest context-free language

We now show how to use Shamir's theorem 4.1 to get the hardest context-free language. We begin by some new notions and results.

Given a language $L$ over the alphabet $A$, we define the nondeterministic version of $L$, denoted $N D(L)$, in the following way: first add to the alphabet $A$ three new letters [, ] and + . A word $h$ in $\left(\left[\left(A^{\star}+\right)^{\star} A^{\star}\right]\right)^{\star}$ can be naturally decomposed into $h=\left[h_{1}\right]\left[h_{2}\right] \cdots\left[h_{n}\right]$, each word $h_{i}$ being decomposed itself in $h_{i}=h_{i, 1}+h_{i, 2}+\cdots+h_{i, k_{i}}, h_{i, j} \in A^{\star}$. A choice in $h$ is a word $h_{1, j_{1}} h_{2, j_{2}} \cdots h_{n, j_{n}}$ obtained by choosing in each [ $h_{i}$ ] a factor $h_{i, j_{i}}$. Denote by $\chi(h)$ the set of choices in $h$. Then, the nondeterministic version of $L$ is defined by:

$$
N D(L)=\{h \mid \chi(h) \cap L \neq \emptyset\} .
$$

Given an alphabet $A$, we denote by $H_{A}$ the nondeterministic version of the Dyck language $D_{A}^{\star}$. In the particular case of a two letter alphabet $A=\{a, b\}$, we skip the index, so that $H_{A}$ is denoted $H$. By definition, $H$ is the hardest context-free language.

The first important observation is given by:
Fact 4.1. If $L$ is a context-free language, so is its nondeterministic version $N D(L)$.
This lemma can be easily proved either by using pushdown automata or by showing that $N D(L)$ is obtained by a rational substitution applied to the language $L$. The terminology nondeterministic version of $L$ comes from the following
Proposition 4.1. The language $N D(L)$ is deterministic context-free iff $L$ is regular; in this case, $N D(L)$ is regular too.

For a proof, we refer the reader to [3]. We now end this short preparation by the

Lemma 4.1. Given an alphabet $A$, there exists a morphism $\lambda$ such that $H_{A}=\lambda^{-1}(H)$.

Proof. Let $H=H_{B}$ with $B=\{a, b\}$.
If the alphabet $A$ contains only one letter $c$, just define the morphism $\lambda$ by $\lambda([)=[, \lambda(])=], \lambda(+)=+, \lambda(c)=a$ and $\lambda(\bar{c})=\bar{a}$.

If $A$ contains $n \geq 3$ letters, $\lambda$ will be the usual encoding $: \lambda\left(a_{i}\right)=a b^{i} a$ and $\lambda\left(\overline{a_{i}}\right)=\bar{a} \bar{b}^{i} \bar{a}$ for $1 \leq i \leq n$. For the three other letters, we define $\lambda([)=[$, $\lambda(])=]$ and $\lambda(+)=+$

We now state the
Theorem 4.3 (Greibach). [23] A language $L$ over the alphabet $A$ is con-text-free iff there exists a morphism $\varphi$ such that $\$ L=\varphi^{-1}(H)$, where $\$$ is a new letter.

Proof. The "if" part follows directly from the closure properties of the family of context-free languages and from the fact that $H$ is context-free. Hence, we turn to the "only if" part, for which we follow once more [33]. Given a context-free grammar $G=(V, P)$ in Greibach normal form, we associate to the morphism $\Phi$ used in Shamir's theorem a morphism $\varphi$ defined by

$$
\varphi(a)=\left[m_{1}+m_{2}+\cdots m_{n}\right] \Longleftrightarrow \Phi(a)=\left\{m_{1}, m_{2}, \ldots, m_{n}\right\}
$$

Here, $m_{1}, m_{2}, \ldots, m_{n}$ is some arbitrary but fixed enumeration of the words in $\Phi(a)$. Moreover, we define $\varphi(\$)=[X]$ if $X$ is the variable in $V$ generating $L$. Set now $\theta=\chi \varphi$; hence, $\theta(u)$ will be the set of choices of the word $\varphi(u)$.

It is easy to check that

$$
w \in \theta(u) \Longleftrightarrow w \in \Phi(u) \quad \text { i.e. } \quad \theta=\Phi
$$

(Just interpret the word $h=\varphi(u)$ as a polynomial representing the set $\Phi(u)$ and develop this polynomial.)

Consequently, Shamir's theorem can be rephrased as

$$
X \Phi(u) \cap D_{V}^{\star} \neq \emptyset \Longleftrightarrow \theta(\$ u) \cap D_{v}^{\star} \neq \emptyset \Longleftrightarrow \$ u \in \varphi^{-1}\left(H_{V}\right)
$$

Hence, we have $\$ L=\varphi^{-1}\left(H_{V}\right)$. The announced result in theorem 4.3 then follows from lemma 4.1.

Observation. The membership problem is the following: given a language $L$ and a word $u$, does $u$ belong to $L$ ? The language $H$ is called the hardest context-free language because, by theorem 4.3, from a complexity point of view, $H$ is the context-free language for which the membership problem is the most difficult. Any algorithm deciding if a given word belongs to $H$ gives raise to a general algorithm for the membership problem for context-free languages; this general algorithm will have the same complexity than the one given for $H$.

### 4.4 Wechler's theorem

We end this section by showing another consequence of the Greibach normal form. Given a language $L$ over the alphabet $A$ and a letter $a \in A$, recall that the left quotient of $L$ by $a$ is the language $a^{-1} L=\left\{u \in A^{\star} \mid a u \in L\right\}$. An algebra is a family of languages closed under union and product and containing the family $F$ in of finite languages. An algebra $\mathcal{F}$ is finitely generated if there exists a finite family $\mathcal{F}^{\prime}$ such that any language in $\mathcal{F}$ is obtained from languages in $\mathcal{F}^{\prime}$ under the algebra operations. It is stable if it is closed under left quotient. We may now state the
Theorem 4.4 (Wechler). [54] A language $L$ is context-free if and only if it belongs to a finitely generated stable algebra.
Proof. Given a context-free language $L$, it is generated by a grammar in Greibach normal form. To each variable $X$ is associated the (context-free) language $L_{X}$ that it generates. Clearly, the left quotient of such a language by a terminal letter a can be described as a finite union of product of languages generated in the grammar. Hence, the algebra generated by all these languages $L_{X}$ contains $L$ and is stable.

Conversely, if $L$ belongs to a finitely generated stable algebra, the finite set of generators give raise to a finite set of variables and the description of each left quotient as a finite union of product of languages of the generators gives a grammar in Greibach normal form generating $L$.

## 5. Pushdown machines

In this section, we focus on the accepting device for context-free languages, namely pushdown automata with the important subclass induced by determinism, in both classical and less classical presentations. We prove here mainly two beautiful theorems: the first states that the stack language of a pushdown automaton is a rational language; the second says that the output language of a pushdown transducer is context-free when the input is precisely the language recognized by the associated pda.

### 5.1 Pushdown automata

The classical mechanism of recognition associated to context-free languages is the pushdown automaton. Most of the material presented in this paragraph is already in Ginsburg[17].

A pushdown machine over $A$ (a $p d m$ for short) is a triple $\mathcal{M}=(Q, Z, T)$ where $Q$ is the set of states, $Z$ is the stack alphabet and $T$ is a finite subset of $(A \cup\{\varepsilon\}) \times Q \times Z \times Z^{*} \times Q$, called the set of transition rules. $A$ is the input alphabet. An element $\left(y, q, z, h, q^{\prime}\right)$ of $T$ is a rule, and if $y=\varepsilon$, it is an $\varepsilon$-rule.

The first three components are viewed as pre-conditions in the behaviour of a pdm (and therefore the last two components are viewed as post-conditions), $T$ is often seen as a function from $(A \cup\{\varepsilon\}) \times Q \times Z$ into the subsets of $Z^{*} \times Q$, and we note $\left(h, q^{\prime}\right) \in T(y, q, z)$ as an equivalent for $\left(y, q, z, h, q^{\prime}\right) \in T$.

A pushdown machine is realtime if $T$ is a finite subset of $A \times Q \times Z \times Z^{*} \times Q$, i.e. if there is no $\varepsilon$-rule. A realtime pdm is simple if there is only one state. In this case, the state giving no information, it is omitted, and $T$ is a subset of $A \times Z \times Z^{*}$.

An internal configuration of a $\operatorname{pdm} \mathcal{M}$ is a couple $(q, h) \in Q \times Z^{*}$, where $q$ is the current state, and $h$ is the string over $Z^{*}$ composed of the symbols in the stack, the first letter of $h$ being the bottom-most symbol of the stack. A configuration is a triple $(x, q, h) \in A^{*} \times Q \times Z^{*}$, where $x$ is the input word to be read, and $(q, h)$ is an internal configuration.

The transition relation is a relation over configurations defined in the following way: let $c=(y g, q, w z)$ and $c^{\prime}=\left(g, q^{\prime}, w h\right)$ be two configurations, where $y$ is in $(A \cup\{\varepsilon\}), g$ is in $A^{*}, q$ and $q^{\prime}$ are in $Q, z$ is in $Z$, and $w$ and $h$ are in $Z^{*}$. There is a transition between $c$ and $c^{\prime}$, and we note $c \longmapsto c^{\prime}$, if $\left(y, q, z, h, q^{\prime}\right) \in T$. If $y=\varepsilon$, the transition is called an $\varepsilon$-transition, and if $y \in$ $A$, the transition is said to involve the reading of a letter. A valid computation is an element of the reflexive and transitive closure of the transition relation, and we note $c \vdash^{*} c^{\prime}$ a valid computation starting from $c$ and leading to $c^{\prime}$. A convenient notation is to introduce, for any word $x \in A^{*}$, the relation on internal configurations, denoted $\Vdash^{x}$, and defined by:

$$
(q, w) \xlongequal{x}\left(q^{\prime}, w^{\prime}\right) \Longleftrightarrow(x, q, w) \vdash^{*}\left(\varepsilon, q^{\prime}, w^{\prime}\right) .
$$

We clearly have: $\stackrel{x}{\rightleftharpoons} \circ \stackrel{y}{\rightleftharpoons}=\stackrel{x y}{\rightleftharpoons}$.
An internal configuration $\left(q^{\prime}, w^{\prime}\right)$ is accessible from an internal configuration $(q, w)$, or equivalently, $(q, w)$ is co-accessible from $\left(q^{\prime}, w^{\prime}\right)$ if there is some $x \in A^{*}$ such that $(q, w) \stackrel{x}{\rightleftharpoons}\left(q^{\prime}, w^{\prime}\right)$.

A rule $\left(y, q, z, h, q^{\prime}\right) \in T$ is an increasing rule (respectively a stationary, respectively a decreasing rule) if $|h|>1$ (respectively $|h|=1$, respectively $|h|<1$ ). The use of an increasing rule (respectively a stationary, respectively a decreasing rule) in a computation increases (respectively leaves unchanged, respectively decreases) the number of symbols in the stack. A pdm is in quadratic form if for all rules $\left(y, q, z, h, q^{\prime}\right) \in T$, we have: $|h| \leq 2$.

A pdm is used as a device for recognizing words by specifying starting configurations and accepting configurations. The convention is that there is only one starting internal configuration $i=(q, z)$, where the state $q$ is the initial state, and the letter $z$ is the initial stack symbol. For internal accepting configurations, many kinds make sense, but the set $K$ of internal accepting configurations usually is of the form: $K=\cup_{q \in Q}\{q\} \times K_{q}$ with $K_{q} \in \operatorname{Rat}\left(Z^{*}\right)$.

A pushdown automaton over $A$ (a pda for short) is composed of a pushdown machine $(Q, Z, T)$ over $A$, together with an initial internal configura-
tion $i$, and a set $K$ of internal accepting configurations. It is so a 5 -tuple $\mathcal{A}=(Q, Z, i, K, T)$, and $(Q, Z, T)$ is called the pdm associated to $\mathcal{A}$.

For a pda, an internal configuration is accessible if it is accessible from the initial internal configuration, and it is co-accessible if it is co-accessible from an internal accepting configuration.

The sets of internal accepting configurations usually considered are:

1. the set $F \times Z^{*}$ where $F$ is a subset of $Q$, called the set of accepting states.
2. the set $Q \times\{\varepsilon\}$.
3. the set $F \times\{\varepsilon\}$ where $F$ is a subset of $Q$.
4. the set $Q \times Z^{*} Z^{\prime}$ where $Z^{\prime}$ is a subset of $Z$.

We call each of these cases a mode of acceptance.
A word $x \in A^{*}$ is recognized by a pda $\mathcal{A}=(Q, Z, i, K, T)$ over $A$ with a specified mode of acceptance if there is $k \in K$ such that $i \models^{x} k$. Considering the modes of acceptance defined above, in the first case, the word is said to be recognized by accepting states $F$, in the second case the word is said to be recognized by empty storage, in the third case the word is said to be recognized by empty storage and accepting states $F$, and in the last case the word is said to be recognized by topmost stack symbols $Z^{\prime}$. The language accepted by a pda with a given mode of acceptance is the set of all words recognized by this pda with this mode. For any pda $\mathcal{A}=(Q, Z, i, K, T)$, we note $L(\mathcal{A})$ the language recognized by $\mathcal{A}$, and for any set of internal accepting configurations $K^{\prime}$, we note $L\left(\mathcal{A}, K^{\prime}\right)$ the language recognized by the pda $\mathcal{A}^{\prime}=\left(Q, Z, i, K^{\prime}, T\right)$.

Note that, with regards to the words recognized, the names of the states and of the stack symbols are of no importance. Up to a renaming, we can always choose $Q=\left\{q_{1}, q_{2}, \ldots, q_{p}\right\}$, and similarly, $Z=\left\{z_{1}, z_{2}, \ldots, z_{n}\right\}$. Up to a renaming too, we can always set the initial internal configuration equal to $\left(q_{1}, z_{1}\right)$.

Example 5.1. Let $\mathcal{A}=\left(Q, Z,\left(q_{0}, t\right), K, T\right)$ be the pda over $A=\{a, b\}$, where $Q=\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}, Z=\{z, t\}$ of rules:

$$
\begin{aligned}
& \left(a, q_{0}, t, z t, q_{1}\right), \quad\left(a, q_{0}, t, z z t, q_{2}\right), \\
& \left(a, q_{1}, t, z t, q_{1}\right), \\
& \left(a, q_{2}, t, z z t, q_{2}\right),\left(a, q_{2}, t, z t, q_{1}\right), \\
& \left(\varepsilon, q_{1}, t, \varepsilon, q_{3}\right), \quad\left(\varepsilon, q_{2}, t, \varepsilon, q_{3}\right), \\
& \left(b, q_{3}, z, \varepsilon, q_{3}\right)
\end{aligned}
$$

In state $q_{1}$, each letter a read increases by one the number of symbols $z$ under the top symbol $t$ in the stack. In state $q_{2}$, each letter $a$ read increases by two the number of symbols $z$ under the top symbol $t$ in the stack, or increases it by one and changes the state to $q_{1}$. The two $\varepsilon$-rules remove the top stack symbol $t$, changing the state to $q_{3}$, in which the only thing possible to do is removing one $z$ in the stack for each $b$ read.

Then we have, for example:

$$
\begin{aligned}
& L(\mathcal{A}, Q \times\{\varepsilon\})=\left\{a^{n} b^{p} \mid 0<n \leq p \leq 2 n\right\} \\
& L\left(\mathcal{A},\left\{q_{3}\right\} \times Z^{*}\right)=\left\{a^{n} b^{p} \mid 0<n \text { and } 0 \leq p \leq 2 n\right\}, \\
& L\left(\mathcal{A},\left\{q_{2}\right\} \times\{\varepsilon\}\right)=\emptyset \\
& L\left(\mathcal{A}, Q \times Z^{*} z\right)=\left\{a^{n} b^{p} \mid 0<n \text { and } 0 \leq p<2 n\right\}
\end{aligned}
$$

As seen on this example, for a given pda, changing the mode of acceptance changes the languages recognized. Nevertheless, the family of languages that are recognized by pda's, using any of these modes remains the same. This can be proved easily using a useful, though technical, transformation of a pda adding it the bottom symbol testing ability. A pda admits bottom testing if there is a partition of the stack alphabet $Z$ in $B \cup B^{\prime}$ such that for any accessible configuration $(q, w)$, the word $w$ is in $B B^{\prime *}$. In other words, in such an automaton, a symbol at the bottom of the stack always belongs to $B$ and, conversely, a symbol in the stack which belongs to $B$ is the bottom symbol. So, if the topmost symbol of the stack happens to be a symbol in $B$, it is the only symbol in the stack. Since the only symbol in the stack that may be tested is the topmost symbol, it is then possible to know if it is the bottom symbol of the stack. Under these conditions, a valid computation leads to a configuration with an empty store if and only if the last transition uses a rule of the form: $\left(y, q, z, \varepsilon, q^{\prime}\right) \in T$ where $z$ is in $B$. One construction to transform a pda $\mathcal{A}$ into a pda $\mathcal{A}^{\prime}$ admitting bottom testing is the following. Let $\mathcal{A}=(Q, Z, i, K, T)$, let $Z^{\prime}=\left\{z^{\prime} \mid z \in Z\right\}$ be a copy of $Z$, and define $T^{\prime}$ by:

$$
\left(y, q, z, \varepsilon, q^{\prime}\right) \in T \Leftrightarrow\left(y, q, z, \varepsilon, q^{\prime}\right) \in T^{\prime} \wedge\left(y, q, z^{\prime}, \varepsilon, q^{\prime}\right) \in T^{\prime}
$$

and

$$
\left(y, q, z, z_{1} z_{2} \ldots z_{r}, q^{\prime}\right) \in T \Leftrightarrow\left\{\begin{array}{l}
\left(y, q, z, z_{1} z_{2}^{\prime} \ldots z_{r}^{\prime}, q^{\prime}\right) \in T^{\prime} \wedge \\
\left(y, q, z^{\prime}, z_{1}^{\prime} z_{2}^{\prime} \ldots z_{r}^{\prime}, q^{\prime}\right) \in T^{\prime}
\end{array}\right.
$$

Finally, denoting by $\pi:\left(Z \cup Z^{\prime}\right)^{*} \rightarrow Z^{*}$ the homomorphism that erases the primes, set

$$
K^{\prime}=\left\{\left(q, h^{\prime}\right) \mid\left(q, \pi\left(h^{\prime}\right)\right) \in K\right\}
$$

and

$$
\mathcal{A}^{\prime}=\left(Q, Z \cup Z^{\prime}, i, K^{\prime}, T^{\prime}\right)
$$

Proposition 5.1. The pda $\mathcal{A}^{\prime}$ admits bottom testing and recognizes the same language as $\mathcal{A}$, for any mode of acceptance.

Hence there is a common family of languages recognized by pda's using any mode of acceptance which is the family of context-free languages:

Theorem 5.1. The family of languages recognized by pda's by empty storage and accepting states is exactly the family of context-free languages.

Proof. Let $\mathcal{A}=(Q, Z, i, K, T)$ be a pda. We denote $[p, w, q]$, for $w \in Z^{+}$, the language

$$
[p, w, q]=\left\{x \in A^{*} \mid(p, w) \stackrel{x}{\models}(q, \varepsilon)\right\}
$$

and set

$$
[p, \varepsilon, q]= \begin{cases}\emptyset & \text { if } p \neq q \\ \varepsilon & \text { if } p=q\end{cases}
$$

We then have, for $w, w^{\prime} \in Z^{*}$ :

$$
\left[p, w w^{\prime}, q\right]=\bigcup_{r \in Q}\left[p, w^{\prime}, r\right][r, w, q]
$$

We can derive from $T$ that the languages $\left[q, z, q^{\prime}\right]$, for $z \in Z$, satisfy the set of equations:

$$
\begin{equation*}
[p, z, q]=\bigcup_{\left(y, p, z, h, q^{\prime}\right) \in T} y\left[q^{\prime}, h, q\right] \tag{5.1}
\end{equation*}
$$

Hence the languages $\left[q, z, q^{\prime}\right]$ are all context-free, and so is the language:

$$
\bigcup_{q \in F, i=\left(q_{1}, z_{1}\right)}\left[q_{1}, z_{1}, q\right]
$$

which is exactly the language recognized by $\mathcal{A}=(Q, Z, i, K, T)$ with $K=$ $\{\varepsilon\} \times F$ (i.e. by empty storage and accepting states $F$ ).

Conversely, if $G=(V, P)$ is a context-free grammar over $A$ such that $P \subset V \times(A \cup\{\varepsilon\}) V^{*}$, one can construct from $P$ a pdm $\mathcal{M}=(V, T)$ over $A$ without states, where $T \subset(A \cup\{\varepsilon\}) \times V \times V^{*}$ is defined by: $(y, X, m) \in T \Longleftrightarrow$ $X \rightarrow y \tilde{m}$. The language $L_{G}(X)$ is then recognized by the pda associated to $\mathcal{M}$ with initial stack symbol $X$ by empty storage.

Remark 5.1. If the system of equations (5.1) is replaced by the associated context-free grammar, there is a one to one correspondence between valid computations of the pda and leftmost derivations in the grammar. Hence the number of different valid computations leading to recognize a word $x$ gives the number of different leftmost derivations for $x$.

For pushdown automata, the mode of acceptance is generally chosen to give the simplest proofs for one's purpose. Other modes of acceptance than the ones quoted above have been investigated. For instance, a result of Sakarovitch [46] shows that if $K=\cup_{q \in Q}\{q\} \times L_{q}$ with $L_{q}$ context-free, then the language recognized remains context-free.

The characterization of context-free languages in terms of languages recognized by pda's allows much simpler proofs of certain properties of contextfree languages.

Example 5.2. In order to show that the family of context-free languages is closed under intersection with rational languages, consider a context-free language $L$ given by a pda $\mathcal{A}$, and a rational language $K$ given by a finite automaton $\mathcal{B}$. Then a pda recognizing $L \cap K$ can effectively be constructed, using the Cartesian product of the states of $\mathcal{A}$ and of the states of $\mathcal{B}$.

A pushdown automaton is realtime (resp. simple) if the associated pdm is realtime (resp. simple).

The fact that any proper context-free language can be generated by a context-free grammar in Greibach normal form implies that realtime pda's, (and even simple pda's), recognize exactly proper context-free languages.

The realtime feature is the key to formulate Shamir's and Greibach's theorems (theorems 4.1 and 4.3), and that we rephrase here in an automatatheoretic framework.

In any $\operatorname{pdm} \mathcal{M}=(Q, Z, T)$, the set $T$ can be written as a function $\hat{T}$ from $(A \cup\{\varepsilon\})$ into the subsets of $Q \times Z \times Z^{*} \times Q$. In the case of a realtime pdm , it is a function from $A$ into the subsets of $Q \times Z \times Z^{*} \times Q$. Let $\bar{Z}$ be a copy of $Z$ and $\bar{Q}$ a copy of $Q$ as well, we can conveniently denote the element $\left(q, z, h, q^{\prime}\right)$ in $Q \times Z \times Z^{*} \times Q$ by the word $\bar{q} \cdot \bar{z} . h . q^{\prime}$ over the Dyck alphabet $Q \cup Z \cup \bar{Z} \cup \bar{Q}$. Recall that we denote $D_{Q \cup Z}^{\star}$ the Dyck set over this alphabet. The Shamir function $\Phi$ from $A$ into the subsets of $(Q \cup Z \cup \bar{Z} \cup \bar{Q})^{*}$ is defined by

$$
\Phi(a)=\left\{\overline{q z} h q^{\prime} \mid\left(q, z, h, q^{\prime}\right) \in \hat{T}(a)\right\}
$$

Then extend it in the natural way to a morphism from $A^{*}$ into the subsets of $(Q \cup Z \cup \bar{Z} \cup \bar{Q})^{*}$. Thus, Shamir's theorem states that $\Phi(x) \cap z_{1} q_{1} D_{Q \cup Z}^{\star} F \neq \emptyset$ iff $x$ is recognized by the realtime pda $\mathcal{A}=(Q, Z, i, F \times\{\varepsilon\}, T)$ by empty storage and accepting states $F$.

The Shamir function $\Phi$ gives raise to a function from $A$ into $(\{[],+,\} \cup$ $Q \cup Z \cup \bar{Z} \cup \bar{Q})^{*}$, extended to an homomorphism $\varphi$, that we call the Greibach homomorphism, by setting:

$$
\varphi(x)=\left[m_{1}+m_{2}+\ldots+m_{k}\right] \Longleftrightarrow \Phi(x)=\left\{m_{1}, m_{2}, \ldots, m_{k}\right\}
$$

Let $H_{Q \cup Z}$ be the Hardest context-free language over $Q \cup Z$. It follows that $\left[z_{1} q_{1}\right] \varphi(x) F \in H_{m}$ iff $x$ is recognized by the realtime pda $\mathcal{A}=(Q, Z, i, K, T)$ by empty storage and accepting states $F$. This is theorem 4.3.

The presence of the Dyck set in Shamir's theorem is due to the fact that this language fully describes the behaviour of the stack in a pdm: a letter that is unmarked is pushed on the top of the stack, while a marked letter erases the corresponding letter provided it is the topmost symbol in the stack. Recognition by empty storage means that the stack must be empty at the end of the computation, and $D^{*}$ is precisely the class of the empty word $\varepsilon$ for the Dyck congruence.

### 5.2 Deterministic pda

We now focus on determinism.
A $\operatorname{pdm} \mathcal{M}=(Q, Z, T)$ over $A$ is deterministic if the set $T$ of transitions satisfies the following conditions for all $(y, q, z) \in(A \cup\{\varepsilon\}) \times Q \times Z$ :

$$
\begin{gathered}
\operatorname{Card}(T(y, q, z)) \leq 1 \\
T(\varepsilon, q, z) \neq \emptyset \Longrightarrow T(a, q, z)=\emptyset,(a \in A) .
\end{gathered}
$$

A deterministic pda (dpda for short) is a pda with a deterministic associated pdm. The transformation of a pda into a pda admitting bottom testing described above, when applied to a deterministic pda, gives raise to a deterministic pda. Hence, it is possible to prove that the family of languages recognized by dpda's by empty storage is the same as the family of languages recognized by dpda's by empty storage and accepting states, and that this family is included in the family of languages recognized by dpda's by accepting states. On the other hand, it is easy to verify that a language recognized by empty storage by a dpda is prefix, i.e. no proper prefix of a word of this language belongs to this language. So, we are left with two families of languages: the family of languages recognized by accepting states, called the family of deterministic languages, and the family of languages recognized by empty storage and accepting states, called the family of deterministic-prefix languages. It is easy to check the following
Fact 5.1. The family of deterministic-prefix languages is exactly the family of deterministic languages that are prefix languages.

The two families are distinct. As an example, the language $L_{1}=\left\{a^{n} b^{p} \mid\right.$ $p>n>0\}$ is deterministic but not prefix. To avoid these problems, a usual trick is to consider languages with an end marker: indeed, $L \#$ is a prefix language which is deterministic if and only if $L$ is deterministic.

One awkward feature about dpda's is that, due to possible $\varepsilon$-transitions that may occur after the input of the last letter of the word, there may be several valid computations for a fixed input word (being the beginning of one each other). This inconvenient can be avoided by a rather technical construction (see e. g. [2]) that transforms a dpda into an other dpda such that an accepting state is reached only if the computation is maximal.

Proposition 5.2. For any dpda, it is possible to construct a dpda recognizing the same language such that an accepting state cannot be on the left side of an $\varepsilon$-rule.

Consequently, in such a dpda, for any recognized word, there is only one successful computation. This proves the following

Proposition 5.3. Deterministic languages are unambiguous.
To see that the inclusion is strict, consider the language $L_{2}=\left\{a^{n} b^{n} \mid\right.$ $n>0\} \cup\left\{a^{n} b^{2 n} \mid n>0\right\}$. It is unambiguous, and it is not a deterministic language. Indeed, looking carefully at the valid computation used to recognize a word $a^{n} b^{n}$, it is not too difficult to prove that it is possible to find a word $a^{n+k} b^{n+k}$ for some $k>0$ such that the internal configuration reached is the same than for the former word. Now, the valid computation for $a^{n} b^{n}$ should be the beginning of the valid computation for the word $a^{n} b^{2 n}$. Hence the automaton must recognize the word $a^{n+k} b^{2 n+k}$, which is not in $L_{2}$.

By the way, the technical construction invoked in Proposition 5.2 is also the key to prove the following

Theorem 5.2. The family of deterministic languages is closed under complementation.

This property is not true for the family of context-free languages: the language $\left\{a^{n} b^{p} c^{q} \mid n \neq p\right.$ or $\left.p \neq q\right\}$ is a context-free language, and its complement, intersected by the rational language $a^{*} b^{*} c^{*}$, is the language $\left\{a^{n} b^{p} c^{q} \mid n=p\right.$ and $\left.p=q\right\}$ which is not context-free.

Proposition 5.4. For any dpda, it is possible to construct a dpda recognizing the same language such that any $\varepsilon$-rule is decreasing.

This proposition is quoted as an exercise in [28] and [30]. However, no proof has appeared in the standard textbooks. A proof is given below.

The proof is in two steps of independent interest: first, we get rid of nondecreasing $\varepsilon$-rules for dpdas recognizing by topmost stack symbols and accepting states. In a second step, we show that such a dpda recognizes a deterministic language. This is achieved by constructing an equivalent ordinary dpda, but without introducing any nondecreasing $\varepsilon$-rule.

Proposition 5.5. Given a dpda $\mathcal{A}$ recognizing by topmost stack symbols and accepting states, it is possible to construct a dpda $\mathcal{A}^{\prime}$ recognizing the same language with the same mode of acceptance, and such that any $\varepsilon$-rule is decreasing.

Proof. Let $\mathcal{A}=(Q, Z, i, K, T)$ be a dpda over $A$. Observe first that we may always saturate the set $K$ of accepting configurations by adding all configurations $(q, h) \in Q \times Z^{+}$such that $(q, z) \xlongequal{\varepsilon} k$ for $k \in K$.

Claim. The number of consecutive nondecreasing $\varepsilon$-transitions in a computation may be assumed to be uniformly bounded.

The proof of the claim is simple, and appears for instance in [17].
Claim. One may assume that there are never two consecutive nondecreasing $\varepsilon$-transitions in a computation.

The idea is to glue together, in a single rule, any maximal (bounded in view of the first claim!) sequence of consecutive nondecreasing $\varepsilon$-transitions appearing in a computation. If such a sequence contains an accepting configuration then, due to the saturation of $K$, its initial configuration is accepting, too.

Claim. One may assume that, in any computation, there is never a nondecreasing $\varepsilon$-transition followed by a decreasing $\varepsilon$-transition.

Again, the idea is to glue together a nondecreasing $\varepsilon$-rule followed by a decreasing $\varepsilon$-rule into one $\varepsilon$-rule. This decreases the total number of $\varepsilon$ rules. Therefore, the process stops after a finite number of steps. Accepting configurations are handled in the same way than above.

From now on, we may assume, in view of these claims, that any nondecreasing $\varepsilon$-transition either ends the computation or is not followed by an $\varepsilon$-transition.

We now finish the proof. Let $\mathcal{A}^{\prime}=\left(Q, Z, i, K, T^{\prime}\right)$ be the automaton where $T^{\prime}$ is constructed as follows. $T^{\prime}$ contains all decreasing $\varepsilon$-rules of $T$. Next,

- If $T(\varepsilon, q, z)=\emptyset$, then $T^{\prime}(a, q, z)=T(a, q, z)$ for $a \in A$.
- If $T(\varepsilon, q, z)=(r, m)$, with $m \neq \varepsilon$, then $T^{\prime}(a, q, z)=(p, h)$, where $(a, r, m) \longmapsto(\varepsilon, p, h)$.

It is immediate to check that $\mathcal{A}^{\prime}$ is equivalent to $\mathcal{A}$. By construction, it has only decreasing $\varepsilon$-rules.

We now turn to the second step.
Proposition 5.6. Given a dpda $\mathcal{A}$ recognizing by topmost stack symbols and accepting states, and having only decreasing ع-rules, it is possible to construct a dpda $\mathcal{B}$ recognizing the same language by accepting states, and such that any $\varepsilon$-rule is decreasing.

Proof. Let $\mathcal{A}=(Q, Z, i, K, T)$ be a dpda over $A$. We construct $\mathcal{B}=$ $\left(Q^{\prime}, Z, i, K^{\prime}, T^{\prime}\right)$ as follows: $Q^{\prime}=Q \cup P$, where $P=\left\{q_{z} \mid(q, z) \in K\right\}$. Next, $K^{\prime}=P$. The set of rules $T^{\prime}$ first contains $T^{\prime}(\varepsilon, q, z)=\left(q_{z}, \varepsilon\right)$ for $(q, z) \in K$. Furthermore,

- If $T(a, q, z) \neq \emptyset$ for some letter $a \in A$, then $T(a, q, z)=\left(q^{\prime}, m\right)$ for some $q^{\prime} \in Q$ and $m \in Z^{*}$. In this case,

$$
T^{\prime}\left(a, q_{z}, z^{\prime}\right)=\left(q^{\prime}, z^{\prime} m\right) \text { for all } z^{\prime} \in Z
$$

- If $T(\varepsilon, q, z) \neq \emptyset$, then, since the rule is decreasing, $T(\varepsilon, q, z)=\left(q^{\prime}, \varepsilon\right)$ for some $q^{\prime} \in Q$. In this case,

$$
T^{\prime}\left(y, q_{z}, z^{\prime}\right)=T\left(y, q^{\prime}, z^{\prime}\right) \text { for all } y \in A \cup\{\varepsilon\} \text { and } z^{\prime} \in Z
$$

By construction, the dpda $\mathcal{B}$ has only decreasing $\varepsilon$-rules. Clearly, $\mathcal{B}$ is equivalent to $\mathcal{A}$.
Proof of proposition 5.4. A successive application of propositions 5.5 and 5.6 proves the statement.

Remark 5.2. The proposition 5.6, but without reference to $\varepsilon$-rules, is proved in a simpler way in [2]. However, his construction does not apply to the proof of proposition 5.4.

Proposition 5.4 shows that, for deterministic automata, nondecreasing $\varepsilon$ rules are not necessary. On the contrary, decreasing $\varepsilon$-rules cannot be avoided.

Example 5.3. The language

$$
L_{3}=\left\{a^{n} b^{p} c a^{n} \mid p, n>0\right\} \cup\left\{a^{n} b^{p} d b^{p} \mid p, n>0\right\}
$$

is deterministic, and recognized by the dpda with rules:

$$
\begin{array}{lll}
\left(a, q_{1}, z_{1}, z_{1} z_{2}, q_{1}\right), & \left(a, q_{1}, z_{2}, z_{2} z_{2}, q_{1}\right), & \left(b, q_{1}, z_{2}, z_{3}, q_{2}\right), \\
\left(b, q_{2}, z_{3}, z_{3} z_{3}, q_{2}\right), & \left(c, q_{2}, z_{3}, \varepsilon, q_{3}\right), & \left(d, q_{2}, z_{3}, z_{3}, q_{5}\right), \\
\left(\varepsilon, q_{3}, z_{3}, \varepsilon, q_{3}\right), & \left(a, q_{3}, z_{2}, \varepsilon, q_{3}\right), & \left(a, q_{3}, z_{1}, \varepsilon, q_{4}\right) \\
\left(b, q_{5}, z_{3}, \varepsilon, q_{5}\right), & \left(\varepsilon, q_{5}, z_{2}, z_{2}, q_{6}\right) . &
\end{array}
$$

by accepting states, with accepting states $q_{4}$ and $q_{6}$.
However, $L_{3}$ cannot be recognized by any realtime deterministic pda. Indeed, a word starts with $a^{n} b$, and it is necessary, while reading the factor $b^{p}$, to push on the stack an unbounded number of symbols that will be matched when the word ends with $d b^{p}$, and all these symbols have to be erased when the word ends with $c a^{n}$.

This example shows that, contrarily to the general case, the realtime condition induces an effective restriction on the family of recognized languages.

Let $\mathcal{R}$ be the family of languages recognized by deterministic realtime automata by empty storage. There is a Shamir theorem for languages in $\mathcal{R}$, that we state now.

Let $\Phi$ be the Shamir function from $A^{*}$ into the subsets of $(Q \cup Z \cup \bar{Z} \cup \bar{Q})^{*}$. Since the automaton is deterministic, for all $(q, z) \in Q \times Z$, there is at most one element beginning by $\bar{q} \cdot \bar{z}$ in each image $\Phi(a)$ of $a \in A$. Such an homomorphism is called a "controlled" homomorphism. Shamir's theorem can be rephrased as follows. A language $L$ is in $\mathcal{R}$ if and only if there exists a controlled homomorphism $\Phi$ from $A^{*}$ into the subsets of $(Q \cup Z \cup \bar{Z} \cup \bar{Q})^{*}$ such that $\Phi(x) \cap z_{1} q_{1} D_{m}{ }^{*} F \neq \emptyset \Longleftrightarrow x \in L$.

We define a rational set $R$ by: $w \in R$ iff $w=\left[w_{1}+w_{2}+\cdots+w_{r}\right], w_{k} \in$ $\overline{Q Z} Z^{*} Q$ and for all $(q, z) \in Q \times Z$, there is at most one $w_{k}$ beginning with $\overline{q z}$.

Considering the Greibach homomorphism $\varphi$ from $A^{*}$ into the monoid $(\{[,],+\} \cup Q \cup Z \cup \bar{Z} \cup \bar{Q})^{*}$, then $\varphi(a) \in R$, for all $a$ in $A$. It follows that $\left[z_{1} q_{1}\right] \varphi(x) \in H_{Q \cup Z \cap R^{*}}$ if and only if $x$ is recognized by the realtime dpda $\mathcal{A}=$ $(Q, Z, i, K, T)$ over $A$ by empty storage. (Recall that $H_{Q \cup Z}$ is the Hardest context-free language over $Q \cup Z$.) By the way, we can remark that $H_{Q \cup Z} \cap R^{*}$ is itself a language in $\mathcal{R}$.

The additional condition of being a simple (realtime) dpda induces also an effective restriction:
Fact 5.2. The language $L_{4}=\left\{a^{n} b a^{n} \mid n>0\right\}$ is realtime deterministic, but not simple.

Proof. $L_{4}$ is recognized by empty storage and accepting states by the realtime dpda $\mathcal{A}=(Q, Z, T, i, K, T)$ where $Q=\left\{q_{1}, q_{2}, q_{3}\right\}, Z=\{B, z\}, i=\left(q_{1}, B\right)$, $K=\left\{\left(q_{3}, \varepsilon\right)\right\}$ and $T$ is the set of rules:

$$
\begin{aligned}
& \left(a, q_{1}, B, B z, q_{1}\right),\left(a, q_{1}, z, z z, q_{1}\right),\left(b, q_{1}, z, \varepsilon, q_{2}\right), \\
& \left(a, q_{2}, z, \varepsilon, q_{2}\right), \quad\left(a, q_{2}, B, \varepsilon, q_{3}\right) .
\end{aligned}
$$

Hence, $L_{4}$ is a realtime deterministic language. However, it cannot be recognized by a deterministic simple automata, since it is necessary to know whether an input letter $a$ belongs to the first or to the second factor $a^{n}$.

Given two families of languages $\mathcal{C}$ and $\mathcal{D}$, the equivalence problem for $\mathcal{C}$ and $\mathcal{D}$, denoted $E q(\mathcal{C}, \mathcal{D})$, is the following decision problem:
Instance: A language $L$ in $\mathcal{C}$, and a language $M$ in $\mathcal{D}$.
Question: Is $L$ equal to $M$ ?
The equivalence problem for $\mathcal{C}$, denoted $E q(\mathcal{C})$, is the problem $E q(\mathcal{C}, \mathcal{C})$. It is well known that $E q(A l g)$ is undecidable for the family $A l g$ of context-free languages, and up to now it is unknown whether $E q(D e t)$ is decidable or not, where Det denotes the family of deterministic languages. So there has been a huge amount of works solving $E q(\mathcal{C}, \mathcal{D})$ for various subfamilies of Det. We only quote here a few among the results published in the literature, in the positive case. The equivalence problem is decidable for parenthesis languages (see paragraph 6.6 below)[39], for simple languages (see paragraph 6.7 below)[36], for finite-turn languages (see paragraph 6.4 below)[53], realtime languages[42],(pre-)NTS languages[49]. A result of Sénizergues[50] shows that if $\mathcal{C}$ is an effective cylinder (i. e. a family of languages effectively closed under inverse homomorphism and intersection with rational sets) containing the family Rat of rational sets for which the equivalence problem is decidable, then so is $E q(\mathcal{C}, D \epsilon t)$.

In order to recognize the whole family of deterministic languages by realtime automata, we have to modify the standard model of pdm. We already noticed that, in a dpda, only decreasing $\varepsilon$-rules are necessary. They are necessary because, as seen for the language $L_{3}$ defined above, it happens that some unbounded amount of information pushed on the stack has to be erased at the same time. So, if we want to have a realtime device, this leads to use some mechanism that erases an unbounded number of topmost stack symbols in one step. Several such mechanisms have been introduced and studied in the literature (see e.g. Cole[11], Courcelle[12], Greibach[26], Nivat[41], Schützenberger[48]). We present now one such accepting device.

A jump pdm over $A$ is a 4-tuple $\mathcal{A}=(Q, Z, J, T)$, where $Q$ and $Z$ have the same meaning as in a pdm, and $J$ is a new alphabet in bijection with $Z$, the elements of which are called jump stack symbols, or simply jump symbols, and $T$, the set of transitions, is a finite subset of $A \times Q \times Z \times\left(Z^{*} \cup J\right) \times Q$. We denote $\lambda$ the bijection between $J$ and $Z$. Observe that, by definition, a jump pdm is a realtime device. A jump pdm is deterministic if for all $(a, q, z) \in A \times Q \times Z$, there is at most one $(h, q)$ such that $(a, q, z, h, q) \in T$.

Configurations of a jump pdm are just the same as configurations of a pdm, but the transition relation is modified: let $c=(a g, q, w z)$ and $c^{\prime}=$ $\left(g, q^{\prime}, w^{\prime}\right)$, where $a$ is in $A, g$ is in $A^{*}, q$ and $q^{\prime}$ are in $Q, z$ is in $Z$, and $w$ and $w^{\prime}$ are in $Z^{*}$. There is a transition between $c$ and $c^{\prime}$, and we write $c \longmapsto c^{\prime}$,
if either $\left(a, q, z, h, q^{\prime}\right) \in T$ with $h \in Z^{*}$ and $w^{\prime}=w h$, just as for pda's, or ( $\left.a, q, z, j, q^{\prime}\right) \in T$ with $j \in J$ if $w=w^{\prime} z w_{2}$ and $z=\lambda(j)$ has no occurrence in $w_{2}$; in such a transition, an unbounded number of symbols (namely $\left|z w_{2}\right|$ ) is erased.

A valid computation is an element of the reflexive and transitive closure of the transition relation, and we note $c \vdash^{*} c^{\prime}$ a valid computation starting from $c$ and leading to $c^{\prime}$.

A jump pda is to a jump pdm what a pda is to a pdm: it is a 6-tuple $\mathcal{A}=(Q, Z, J, i, K, T)$, where $(Q, Z, J, T)$ is a jump pdm , and $i$ and $K$ have the same significance than in a pda. Observe that jump pda's generalize pda's: a pda is a jump pda with no jump rules. A jump pda is a deterministic jump $p d a$ (jump dpda for short) if the associated jump pdm is deterministic.

Since, in a jump pda, it is possible to erase an unbounded number of stack symbols in one move, the standard accepting mode is by empty storage. This is the mode considered when we do not specify an other one.

As an example, consider again the deterministic language

$$
L_{3}=\left\{a^{n} b^{p} c a^{n} \mid p, n>0\right\} \cup\left\{a^{n} b^{p} d b^{p} \mid p, n>0\right\}
$$

over $\{a, b, c, d\}$. It is recognized by empty storage and accepting states by the jump pda $\mathcal{A}=(Q, Z, J, i, K, T)$, where $Q=\left\{q_{1}, \ldots, q_{5}\right\}, K=\left\{\left(\varepsilon, q_{4}\right)\right\}$, $Z=\{z, A, B\}, J=\left\{j_{z}, j_{A}, j_{B}\right\}$ and $T$ is the set:

$$
\begin{aligned}
& \left(a, q_{1}, z, z A, q_{1}\right),\left(a, q_{1}, A, A A, q_{1}\right),\left(b, q_{1}, A, A B, q_{2}\right),\left(b, q_{2}, B, B B, q_{2}\right), \\
& \left(d, q_{2}, B, \varepsilon, q_{3}\right), \quad\left(b, q_{3}, B, \varepsilon, q_{3}\right), \\
& \left(c, q_{2}, B, j_{A}, q_{5}\right),\left(a, q_{5}, A, \varepsilon, q_{5}\right), \\
& \left(a, q_{5}, z, \varepsilon, q_{4}\right)
\end{aligned}
$$

Indeed a word of $L_{3}$ begins with $a^{n} b^{p}$. The first four rules just push on the stack $A^{n} B^{p}$ over the bottom symbol $z$. Now, if the word ends with $d b^{p}$, the three next rules are used to recognize the word: the first two to pop all symbols $B$ while reading $d b^{p-1}$, and the third (with jump symbol $j_{z}$ ) to erase the remaining symbols of the stack, i.e. $z A^{n}$. Last, if the word ends with $c a^{n}$, the last three rules are used to recognize the word: the first one (with jump symbol $j_{A}$ ) to erase all the top factor $A B^{p}$ in the stack, the second to pop all symbols $A$ while reading $a^{n-1}$, and the third to erase the remaining symbol $z$ at the reading of the last $a$.

It is easy to construct from a (deterministic) jump pdm, a (deterministic) pdm (which will not be in general realtime) that acts in the same way: first, a rule $(a, q, z, j, p)$ is replaced by the rule $\left(a, q, z, z, p_{j}\right)$, where $p_{j}$ is a new state. This replacement does not change determinism. Then, the following set of rules is added:

$$
\left\{\left(\varepsilon, p_{j}, z, \varepsilon, p_{j}\right) \mid \lambda(j) \neq z\right\} \cup\left\{\left(\varepsilon, p_{j}, z, \varepsilon, p \mid \lambda(j)=z\right\}\right.
$$

Remark that these new rules do not enter in conflict with the older ones, since the states involved are new states, nor with one another. So, determinism is preserved by this construction.

Consequently, in the nondeterministic case, we have the following

Proposition 5.7. The family of languages recognized by jump pda's is exactly the family of context-free languages.

A similar statement holds for deterministic languages.
Proposition 5.8. The family of languages recognized by deterministic jump pda's is exactly the family of deterministic languages.

In view of the preceding construction, and of the remark concerning the deterministic case, it only remains to prove that a deterministic language can be recognized by a jump dpda. The proof is very technical and lengthy, so we refer the interested reader either to Greibach[25], or to Cole[11].

An other model considered allows to erase rational segments of the stack word. This is clearly a generalization of jump pdm, since in a jump pdm, the erased factors have the form $z h$ with $h \in(Z-\{z\})^{*}$. Observe that this rational set is recognized by the finite automaton obtained from the rules added in the construction above, (rules of the form: $\left(\varepsilon, p_{j}, z, \varepsilon, p_{j}\right)$ or $\left(\varepsilon, p_{j}, z, \varepsilon, p\right)$ ) when skipping first and fourth components (those equal to $\varepsilon$ ). It is an easy exercise to change the sets of rules added so that the erased factors belong to any rational set. If the rational sets are chosen to be prefix, as it is the case for jump pdm, determinism is still preserved. Hence, this model is equivalent to jump pdm.

Just as the behaviour of the stack in a pdm is described by the Dyck set, the behaviour of the stack in a jump pdm is described by a new set $E_{Z}$, which is a generalization of the Dyck set, defined as follows. $E_{Z}$ is the class of the empty word for the congruence generated by
$\{z \bar{z} \cong \varepsilon \mid z \in Z\} \bigcup\{z j \cong j \mid z \in Z, \lambda(j) \neq z\} \bigcup\{z j \cong \varepsilon \mid z \in Z, \lambda(j)=z\}$.
We name $E_{m}$ this set if $m=\operatorname{Card}(Z)=\operatorname{Card}(J)$.
It is a result of Greibach[26] that each language $E_{m}$ cannot be recognized by a deterministic jump pda with $m-1$ jump symbols. Hence, the number of jump symbols induces a hierarchy.

Again, it is possible to state a Shamir-Greibach like theorem for deterministic languages, using jump dpda: let $\mathcal{A}=(Q, Z, J, i, K, T)$ be a deterministic jump pda over $A$. This time, the Shamir function $\Phi$ is a function from $A^{*}$ into the subsets of $(Q \cup Z \cup T \cup \bar{Z} \cup \bar{Q})^{*}$, and the Greibach homomorphism $\varphi$ is a function from $A^{*}$ into $(\{[,],+\} \cup Q \cup Z \cup T \cup \bar{Z} \cup \bar{Q})^{*}$. We define a rational set $R^{\prime}$ by: $w \in R^{\prime}$ iff $w=\left[w_{1}+w_{2}+\cdots+w_{r}\right], w_{k} \in \overline{Q Z}\left(Z^{*} \cup T\right) Q$ and for all $(q, z) \in Q \times Z$, there is at most one $w_{k}$ beginning with $\overline{q z}$.

We have that for all $a$ in $A, \varphi(a)$ is in $R^{\prime}$. If $N D\left(E_{Q \cup Z}\right)$ is the nondeterministic version of $E_{Q \cup Z}$ (see section 3.3), it follows that $\left[z_{1} q_{1}\right] \varphi(x) \in$ $N D\left(E_{Q \cup Z}\right) \cap R^{* *}$ if and only if $x$ is recognized by the deterministic jump pda $\mathcal{A}=(Q, Z, J, i, K, T)$.

Again, we can remark that $N D\left(E_{Q \cup Z}\right) \cap R^{* *}$ is itself recognized by a deterministic jump pda.

### 5.3 Pushdown store languages

In this paragraph, we show that the language composed of the strings that may occur in the pushdown store is rational.

Let $\mathcal{A}=(Q, Z, i, K, T)$ be a pda over $A$. We call pushdown store language of $\mathcal{A}$ the language $P(\mathcal{A})$ over $Z$ of all words $u$ such that there exists some state $q$ for which the internal configuration $(q, u)$ is both accessible and coaccessible. Formally, $P(\mathcal{A})$ is defined by:

$$
P(\mathcal{A})=\left\{u \in Z^{*} \mid \exists x, y \in A^{*}, \exists q \in Q, \exists k \in K: i \xlongequal{x}_{\models}(q, u) \xlongequal{y} k\right\}
$$

Theorem 5.3. Given a pda and some mode of acceptance, the pushdown store language of this pda is rational.

For any state $q \in Q$, we define the two sets:

$$
\begin{aligned}
A c c(q) & =\left\{u \in Z^{*} \mid \exists x \in A^{*}: i \models^{x}(q, u)\right\}, \\
\operatorname{Co}-A c c(q) & =\left\{u \in Z^{*} \mid \exists y \in A^{*}, \exists k \in K:(q, u) \models^{y} k\right\} .
\end{aligned}
$$

Clearly:

$$
\begin{equation*}
P(\mathcal{A})=\bigcup_{q \in Q}(A c c(q) \cap \operatorname{Co}-A c c(q)) \tag{5.2}
\end{equation*}
$$

We now show that the languages $A c c(q)$ and $\operatorname{Co}-A c c(q)$ are rational.
Lemma 5.1. The set $\operatorname{Acc}(q)$ is rational.
Proof. We first consider the particular case of a pda $\mathcal{A}=(Q, Z, i, K, T)$ in quadratic form, i.e. such that for any rule $\left(a, q, z, h, q^{\prime}\right) \in T,|h| \leq 2$.

Let $u=t_{1} \cdots t_{r+1}$, where $t_{i} \in Z$. A valid computation $\left(x, q_{0}, y_{1}\right)$ $1^{*}(\varepsilon, q, u)$ can be decomposed into several steps such that, at the last move of each of these steps, one letter of $u$ is definitively set in the stack. Formally, the whole computation is decomposed into:

$$
\begin{gathered}
\left(x, q_{0}, y_{1}\right) \vdash^{*}\left(x_{1}, q_{1}, z_{1}^{\prime}\right) \longmapsto\left(x_{1}^{\prime}, q_{1}^{\prime}, t_{1} y_{2}\right) \vdash^{*}-\left(x_{2}, q_{2}, t_{1} z_{2}^{\prime}\right) \longmapsto\left(x_{2}^{\prime}, q_{2}^{\prime}, t_{1} t_{2} y_{3}\right) \\
\vdash^{*} \cdots \vdash^{*}\left(x_{r}, q_{r}, t_{1} t_{2} \cdots t_{r-1} z_{r}^{\prime}\right) \vdash\left(x_{r}^{\prime}, q_{r}^{\prime}, t_{1} t_{2} \cdots t_{r} y_{r+1}\right) \vdash^{*}(\varepsilon, q, u),
\end{gathered}
$$

where $y_{1}, \ldots, y_{r+1}$ and $t_{1}, \ldots, t_{r+1}$ are in $Z$. Define now the context-free grammar $G_{q}$ with terminal alphabet $Z$, nonterminal alphabet $Q \times Z$, and rules:

$$
\left.\begin{array}{l}
(p, z) \longrightarrow\left(p^{\prime}, z^{\prime}\right) \text { if } \exists x \in A^{*}:(p, z) \xlongequal{x}\left(p^{\prime}, z^{\prime}\right) \\
(p, z) \longrightarrow t\left(p^{\prime}, z^{\prime}\right) \text { if } \exists a \in A \cup\{\varepsilon\}:\left(a, p, z, t z^{\prime}, p^{\prime}\right) \in T \\
(p, z) \longrightarrow \varepsilon \\
(q, z) \longrightarrow z
\end{array} \text { if } \exists x \in A^{*}:(p, z) \xlongequal{\models}(q, \varepsilon)\right)
$$

A straightforward proof by induction on the length of a derivation shows that if there is a derivation $(p, z) \xrightarrow{\star} u$ in $G_{q}$, then there is a valid computation $(p, z) \xlongequal{x}(q, u)$ in $\mathcal{A}$.

Conversely, if there is a valid computation $\left(x, q_{0}, y_{1}\right) \vdash^{*}(\varepsilon, q, u)$ in $\mathcal{A}$, then the decomposition described above of this valid computation gives the rules to be applied to form a derivation $\left(q_{0}, y_{1}\right) \xrightarrow{\star} u$ in $G_{q}$.

Thus we have:

$$
L_{G_{q}}\left(\left(q_{1}, z_{1}\right)\right)=A c c(q)
$$

and since $G_{q}$ is a right linear grammar, $A c c(q)$ is rational.
Note that the grammar $G_{q}$ can be effectively computed since the condition

$$
\exists x \in A^{*}:(p, z) \xlongequal{x}\left(p^{\prime}, z^{\prime}\right)
$$

is an instance of the emptiness problem for a context-free language.
Considering now the general case, the proof goes along the same lines. However, we have to modify the grammar $G_{q}$ in order to skip the condition that for any rule $\left(a, p, z, h, p^{\prime}\right) \in T,|h| \leq 2$.

Indeed, when symbols are definitively set in the stack at a time (there may be more than one), several symbols may be pushed that will have to be erased. The whole computation is now decomposed into:

$$
\begin{gathered}
\left(x, q_{0}, y_{1}\right) \vdash^{*}\left(x_{1}, q_{1}, z_{1}^{\prime}\right) \longmapsto\left(x_{1}^{\prime}, q_{1}^{\prime}, t_{1} y_{2}\right) \vdash^{*}\left(x_{2}, q_{2}, t_{1} z_{2}^{\prime}\right) \longmapsto\left(x_{2}^{\prime}, q_{2}^{\prime}, t_{1} t_{2} y_{3}\right) \\
\vdash^{*} \cdots \vdash^{*}\left(x_{r}, q_{r}, t_{1} t_{2} \cdots t_{r-1} z_{r}^{\prime}\right) \vdash\left(x_{r}^{\prime}, q_{r}^{\prime}, t_{1} t_{2} \cdots t_{r} y_{r+1}\right) \vdash^{*}(\varepsilon, q, u),
\end{gathered}
$$

where $y_{1}, \ldots, y_{r+1}$ and $t_{1}, \ldots, t_{r+1}$ are now nonempty words over $Z$.
Define now the context-free grammar $G_{q}$ with terminal alphabet $Z$, nonterminal alphabet $Q \times Z$, and rules:

$$
\begin{array}{ll}
(p, z) \longrightarrow\left(p^{\prime}, z^{\prime}\right) & \text { if } \exists x \in A^{*}:(p, z) \not{ }^{x}\left(p^{\prime}, z^{\prime}\right) \\
(p, z) \longrightarrow t\left(p^{\prime}, z^{\prime}\right) & \text { if } \exists a \in A \cup\{\varepsilon\}, t, y \in Z^{+}, x \in A^{*}, p^{\prime \prime} \in Q: \\
& \left(a, p, z, t y, p^{\prime \prime}\right) \in T \text { and }\left(p^{\prime \prime}, y\right) \models x \\
(p, z) \longrightarrow \varepsilon & \text { if } \left.\exists x \in A^{*}:(p, z){ }^{\prime}\right) \\
(q, z) \longrightarrow(q, \varepsilon)
\end{array}
$$

The same proof than before ensures that $L_{G_{q}}\left(\left(q_{1}, z_{1}\right)\right)=\operatorname{Acc}(q)$, and since $G_{q}$ is a right-linear grammar, we get that $\operatorname{Acc}(q)$ is rational.

We now turn to the proof of
Lemma 5.2. The set $\operatorname{Co}-\operatorname{Acc}(q)$ is rational.
Proof. We first consider the case of the mode of acceptance by empty storage and accepting states. Let $F$ be the set of accepting states.

Consider a valid computation $(x, q, u) \vdash^{*}\left(\varepsilon, q^{\prime}, \varepsilon\right)$ with $q^{\prime} \in F$ and $u=$ $t_{1} \cdots t_{r+1}$, where $t_{1}, \ldots, t_{r+1}$ are in $Z$. It can be decomposed into:

$$
\begin{aligned}
(x, q, u) & \vdash^{*} \\
\cdots & \left.\vdash_{r}, p_{r}, t_{1} t_{2} \cdots t_{r}\right) \vdash^{*} \\
\cdots & \left.x_{2}, p_{2}, t_{1} t_{2}\right) \vdash^{*}\left(x_{1}, p_{1}, t_{1}\right) \vdash^{*}\left(\varepsilon, q^{\prime}, \varepsilon\right) .
\end{aligned}
$$

Define now a context-free grammar $H$ over terminal alphabet $Z$, with nonterminal alphabet $Q$, and rules:

$$
\begin{aligned}
& p \longrightarrow p^{\prime} z \text { if } \exists x \in A^{*}:(p, z) \xlongequal{x}\left(p^{\prime}, \varepsilon\right) \\
& p \longrightarrow \varepsilon \text { if } p \in F .
\end{aligned}
$$

Again, the grammar $H$ can be effectively computed.
A straightforward proof by induction on the length of a derivation shows that if there is a derivation $p \xrightarrow{\star} u$ in $H$, then there is a valid computation $(x, p, u) \vdash^{*}\left(\varepsilon, q^{\prime}, u\right)$ with $q^{\prime} \in F$ in $\mathcal{A}$.

Conversely, if there is a valid computation $(x, q, u) \vdash^{*}-\left(\varepsilon, q^{\prime}, \varepsilon\right)$ in $\mathcal{A}$, then the decomposition described above of this valid computation gives the rules to be applied to form a derivation $q \xrightarrow{\star} u$ in $H$.

Thus we have:

$$
L_{H}(q)=C o-A c c(q)
$$

and since $H$ is a left linear grammar, $\operatorname{Co}-\operatorname{Acc}(q)$ is rational.
It remains to explain how to generalize the result for any mode of acceptance, i.e. how to modify the grammar $H$ in accordance with the mode of acceptance chosen.

Suppose that $u$ is in $\operatorname{Co}-A c c(q)$, i.e. there exists $x \in A^{*}$, and $\left(q^{\prime}, u^{\prime}\right) \in K$ such that $(x, q, u) \vdash^{*}\left(\varepsilon, q^{\prime}, u^{\prime}\right)$. If $u^{\prime}$ is not empty, there is a longest left factor $v$ of $u$ such that the symbols of $v$ are not involved in this valid computation. This computation can be divided into two subsets: in the first one all but one of the symbols of $u$ above $v$ are deleted, the second one being the rest of the computation. If at the end of the first part, the internal configuration is $(p, v z)$ for some pushdown symbol $z$, setting $u=v z w$, we then have two valid computations: $\left(x_{1}, q, w\right) \vdash^{*}(\varepsilon, p, \varepsilon)$ and $\left(x_{2}, p, z\right) \vdash^{*}\left(\varepsilon, q^{\prime}, u^{\prime}\right)$ with $x=$ $x_{1} x_{2}$.

Hence, this leads to the (left linear) grammar $H$ over terminal alphabet $Z$, with nonterminal alphabet $Q \cup\{\sigma\}$, and rules:

$$
\begin{array}{ll}
q \longrightarrow q^{\prime} z & \text { if } \exists x \in A^{*}:(q, z) \stackrel{x}{\models}\left(q^{\prime}, \varepsilon\right) \\
p \longrightarrow \sigma z & \text { if } \exists x \in A^{*}:(p, z) \stackrel{x}{\models}\left(q^{\prime}, u^{\prime}\right) \\
\sigma \longrightarrow \sigma z+\varepsilon \text { for all } z \in Z \\
q^{\prime} \longrightarrow \varepsilon & \text { if }\left(q^{\prime}, \varepsilon\right) \in K
\end{array}
$$

Again we have $L_{H}(q)=\operatorname{Co-} \operatorname{Acc}(q)$, hence we get that $\operatorname{Co-Acc}(q)$ is rational.
Note that, also in the general case, the grammars $G_{q}$ and $H$ can be effectively computed.

From equation (5.2) and lemmas 1 and 2, we get that $P(\mathcal{A})$ is rational, hence the proof of the theorem is complete.

### 5.4 Pushdown transducers

A pda to which is adjoint an output is a pushdown transducer. In this paragraph, we show that the output language of a pushdown transducer is a
context-free language when the given input is precisely the language recognized by the associated pda.

A pushdown machine with output over $A$ is a 4 -tuple $\mathcal{S}=(Q, Z, B, \gamma)$ where $B$ is an alphabet called the output alphabet, $\gamma$ is a finite subset of $(A \cup\{\varepsilon\}) \times Q \times Z \times Z^{*} \times Q \times B^{*}$, and if $T$ is the projection of $\gamma$ onto $(A \cup\{\varepsilon\}) \times Q \times Z \times Z^{*} \times Q,(Q, Z, T)$ is a pushdown machine, called the pdm associated to $\mathcal{S}$.

We note $\left(h, q^{\prime}, u\right) \in \gamma(y, q, z)$ as an equivalent for $\left(y, q, z, h, q^{\prime}, u\right) \in \gamma$.
An internal configuration of a pushdown machine with output $\mathcal{S}$ is an internal configuration of the associated pdm. A configuration is a 4 -tuple $(x, q, h, g) \in A^{*} \times Q \times Z^{*} \times B^{*}$, where $x$ is the input word to be read, $g$ is the word already output, and $(q, h)$ is an internal configuration.

The transition relation is a relation over configurations defined the following way: there is a transition between $c=(y x, q, w z, g)$ and $c^{\prime}=$ $\left(x, q^{\prime}, w h, g u\right)$, where $y$ is in $(A \cup\{\varepsilon\}), g$ is in $A^{*}, q$ and $q^{\prime}$ are in $Q, z$ is in $Z, w$ and $h$ are in $Z^{*}$, and $g$ and $u$ are in $B^{*}$, and we note $c \vdash-c^{\prime}$, if $\left(y, q, z, h, q^{\prime}, u\right) \in \gamma$. A valid computation is an element of the reflexive and transitive closure of the transition relation, and we note $c \vdash^{*} c^{\prime}$ a valid computation starting from $c$ and leading to $c^{\prime}$.

Besides $T$, we can derive from $\gamma$ an other function from $A^{*} \times Q \times Z^{*}$ into the subsets of $B^{*}$, named the output function of $\mathcal{S}$, denoted $\mu$, and defined as follows:

$$
\mu(x, q, h)=\left\{g \in B^{*} \quad \mid \exists q^{\prime} \in Q, h^{\prime} \in Z^{*}:(x, q, h, \varepsilon) \vdash^{*}\left(\varepsilon, q^{\prime}, h^{\prime}, g\right)\right\} .
$$

It follows that, for $x \in A^{*}, y \in A \cup\{\varepsilon\}, q \in Q, z \in Z$ and $w \in Z^{*}$ :

$$
\mu(y x, q, w z)=\bigcup_{\left(y, q, z, h, q^{\prime}, u\right) \in T} u \mu\left(x, q^{\prime}, w h\right)
$$

A pushdown transducer is to a pushdown machine with output what a pda is to a pdm , i.e. it is a pushdown machine with output with specified initial and accepting configurations.

A pushdown transducer over $A$ (pdt for short in the rest of the text) is a 6 -tuple $\mathcal{T}=(Q, Z, B, i, K, \gamma)$ where $(Q, Z, B, \gamma)$ is a pushdown machine with output, $i$ is the internal starting configuration, and $K=F \times\{\varepsilon\}$ where $F$ is a subset of $Q$, the accepting states.

If $T$ is the projection of $\gamma$ onto $(A \cup\{\varepsilon\}) \times Q \times Z \times Z^{*} \times Q$, then $\mathcal{A}=$ $(Q, Z, i, K, T)$ is a pushdown automaton, called the pda associated to $\mathcal{T}$. By convention, the output of $\mathcal{T}$ in the initial configuration is the empty word.

The existence of a set $K$ of accepting configurations leads to define a function similar to the function $\mu$, but taking accepting configurations in account:

$$
M(x, q, h)=\left\{g \in B^{*} \quad \mid \exists\left(q^{\prime}, h^{\prime}\right) \in K:(x, q, h, \varepsilon) \vdash^{*}\left(\varepsilon, q^{\prime}, h^{\prime}, g\right)\right\}
$$

Finally, the transduction realized by $\mathcal{T}$ is the function $\Theta$ from $A^{*}$ into the subsets of $B^{*}$ defined by

$$
\forall x \in A^{*}, \Theta(x)=M\left(x, q_{1}, z_{1}\right)
$$

Proposition 5.9. The image through $\Theta$ of a rational language is contextfree.

We don't prove this proposition.
Consider now the following example: $\mathcal{T}=(Q, Z, B, i, K, \gamma)$ with $A=B=$ $\{a, b, c\}, Z=\left\{z_{1}, X\right\}, Q=\left\{q_{1}, q_{2}, q_{3}, q_{4}\right\}, K=\left\{\left(\varepsilon, q_{4}\right)\right\}$ and $\gamma$ composed of

$$
\begin{aligned}
& \left(a, q_{1}, z_{1}, z_{1} X, q_{1}, a\right),\left(a, q_{1}, X, X X, q_{1}, a\right),\left(b, q_{1}, X, X, q_{2}, b\right), \\
& \left(b, q_{2}, X, X, q_{2}, b\right), \quad\left(c, q_{2}, X, \varepsilon, q_{3}, c\right), \quad\left(c, q_{3}, X, \varepsilon, q_{3}, c\right), \\
& \left(c, q_{3}, z_{1}, \varepsilon, q_{4}, c\right) .
\end{aligned}
$$

It is easy to see that, due to the fact that the language recognized by the associated pda is $\left\{a^{i} b^{j} c^{i+1} \mid i, j>0\right\}$,

$$
\Theta(x)= \begin{cases}a^{i} b^{j} c^{i+1} & \text { if } x=a^{i} b^{j} c^{i+1} \text { with } i, j>0 \\ \emptyset & \text { otherwise }\end{cases}
$$

So, if $L=\left\{a^{i} b^{i} c^{j} \mid i, j>0\right\}$, then $\Theta(L)=\left\{a^{i} b^{i} c^{i+1} \mid i>0\right\}$. Hence
Fact 5.3. The image through $\Theta$ of a context-free language is not always context-free.

Nevertheless,
Theorem 5.4 (Evey). [14] Given a pushdown transducer $\mathcal{T}$, if $L$ is the context-free language recognized by the associated pda, the image $\Theta(L)$ is a context-free language.

Proof. Let $\mathcal{T}=(Q, Z, B, i, K, \gamma)$ be a pdt over $A$. Define a new alphabet

$$
H=\left\{\langle y, u\rangle \mid \Xi q, z, h, q^{\prime}:\left(y, q, z, h, q^{\prime}, u\right) \in \gamma\right\}
$$

We can define a set of transitions $T$ in $H \times Q \times Z \times Z^{*} \times Q$ by:

$$
\left(\langle y, u\rangle, q, z, h, q^{\prime}\right) \in T \Longleftrightarrow\left(y, q, z, h, q^{\prime}, u\right) \in \gamma
$$

Setting $\mathcal{A}=(Q, Z, i, K, T)$, we get a (realtime) pda over $H$ recognizing a context-free language $N$ over $H$. Finally, we consider the two morphisms $\pi$ and $\xi$ from $H^{*}$ into $A^{*}$ and $B^{*}$ respectively, defined by:

$$
\forall\langle y, u\rangle \in H, \pi(\langle y, u\rangle)=y \text { and } \xi(\langle y, u\rangle)=u
$$

It is then clear that $\pi(N)$ is the language $L$ recognized by the associated pda, and $\xi(N)$ is equal to $\Theta(L)$.

## 6. Subfamilies

We present here some subfamilies among the very numerous ones that have been studied in the literature. We will begin with the probably most classical one, namely

1. the family Lin of linear languages.

We then turn to some families derived from it
2. the family $Q r t$ of quasi-rational languages
3. the family Sqrt of strong quasi-rational languages
4. the family Fturn of finite-turn languages.

We then present other subfamilies, namely
5. the families Ocl of one-counter languages and Icl of iterated counter languages
6. the family of parenthetic languages
7. the family of simple languages
8. the families of $L L$ and $L R$ languages.

### 6.1 Linear languages

The simplest way to define the family of linear languages is by grammars: a context-free grammar is linear if each right member of the rules contain at most one variable. A context-free language is linear if there exists a linear grammar generating it [10, 4].

We denote by Lin the family of linear languages. Naturally, the first question that arises is whether Lin is a proper subfamily of the family of context-free languages. This is easily seen to be true. Many proofs are possible. Here is an example of a context-free language which is not linear: let $\Delta$ be the linear language $\left\{a^{n} b^{n} \mid n \geq 0\right\}$; the language $\Delta \Delta$ is context-free but not linear. The direct proof naturally leads to a specific iteration theorem:

Theorem 6.1. Given a linear language $L$, there exists an integer $N_{0}$ such that any word $w$ in $L$ of length at least $N_{0}$ admits a factorization $w=x u y v z$ satisfying
(1) $x u^{n} y v^{n} z \in L \quad \forall n \in \mathbb{N}$
(2) $u v \neq 1$
(3) $|x u v z| \leq N_{0}$

The proof of this iteration theorem is very similar to the proof of the classical iteration theorem of Bar-Hillel, Perles and Shamir; it uses derivation trees in a grammar generating $L$. In the usual version, the third condition states that the length of $u y v$ is at most $N_{0}$; here, due to the fact the grammar is linear, we may select in the derivation tree the topmost repetition instead of the lowest one. (Note that in a non linear grammar, the notion of topmost
repetition does not make sense.) We leave to the reader the proof of the above theorem as well as its use to prove that $\left\{a^{n} b^{n} \mid n \geq 0\right\}\left\{a^{m} b^{m} \mid m \geq 0\right\}$ is not linear.

The linear languages can be defined in many various ways. We briefly describe here the most important ones.
6.1.1 Pushdown automata characterization. We begin by some definitions. Given a computation of a pda $A$, a turn in the computation is a move that decreases the height of the pushdown store and is preceded by a move that did not decreased it.

A pda $A$ is said to be one-turn if in any computation, there is at most one turn.
Fact 6.1. A language is linear if and only if it is recognized by a one-turn $p d a$.

The proof of this fact is easy: the construction of a pda from a grammar presented in the previous section on pda's gives raise to one-turn pda from a linear grammar; similarly, the construction of a grammar from a pda gives raise to a nearly linear grammar from one-turn pda: in the right member of any rule, there is at most one variable generating an infinite language. Such a grammar can easily be transformed in a linear one.

This characterization may help to prove that some languages are linear; it may be easier to describe a one-turn pda than a linear grammar for a given language. This is the case, for example, for the language over $A=\{a, b\}$

$$
L=\left\{a^{n_{1}} b a^{n_{2}} b \cdots a^{n_{k}} \mid k \geq 2, \exists i, j, \quad 1 \leq i<j \leq k ; n_{i} \neq n_{j}\right\}
$$

The one-turn pda recognizing $L$ can roughly be described as follows: the machine reads an arbitrary number of blocks $a^{n} b$, then it counts up the number of letters $a$ in a block; it then reads again an arbitrary number of blocks $a^{n} b$, then it counts down the number of letters $a$ checking it is not equal to the previous number of $a$ 's. Clearly, this nondeterministic machine is one-turn and recognized $L$, hence $L$ is linear.

This characterization also naturally leads to consider the following question: say that a language is in the family DetLin if it is recognized by a deterministic one-turn pda (a one-turn dpda). Clearly, $\operatorname{DetLin} \subset \operatorname{Det} \cap \operatorname{Lin}$. The question raises whether this inclusion is strict or not. The answer is yes. Here is a example : let $A=\{a, b\}$ and consider the language

$$
L=\left\{a^{n} b^{m} a^{p} b^{q} \mid n=m \text { or } p=q \quad n, m, p, q \geq 1\right\} .
$$

It is easy to check that $L$ is linear and deterministic:
On one hand, the language $L$ is generated by the linear grammar $G$ given by

$$
\begin{array}{lll}
S \rightarrow T+X & T \rightarrow a T+a T^{\prime} & T^{\prime} \rightarrow b T^{\prime}+b T^{\prime \prime} \\
T^{\prime \prime} \rightarrow a T^{\prime \prime} b+a b & X \rightarrow X b+X^{\prime} b & X^{\prime} \rightarrow X^{\prime} a+X^{\prime \prime} a \\
X^{\prime \prime} \rightarrow a X^{\prime \prime} b+a b & &
\end{array}
$$

On the other hand, the language $L$ is recognized by the following dpda: count up the letters in the first block of $a$ 's; when entering the first block of $b$ 's, check if the number of $b$ 's is equal to the number of $a$ 's; if these two numbers are equal, read the second block of $a$ 's and of $b$ 's and accept; if they are not equal, restart the counting of letters $a$ and $b$ in the second block. This shows that $L \in \operatorname{Det} \cap \operatorname{Lin}$. However, $L \notin \operatorname{Det}$ Lin ; there is no deterministic one-turn pda recognizing $L$. Intuitively, in any deterministic pda recognizing $L$, the machine has to count in the stack the number of $a$ 's in the first block and then to check if the number of $b$ 's following these is the same. Hence, after reading the first block in $a^{\star} b^{\star}$, we already got at least one turn. If, at this moment, the number of $a$ 's and the number of $b$ 's happen to be different, the computation will have to count up the number of $a$ 's and to count down the number of $b$ 's in the second block, giving raise to a new turn. Hence, any deterministic pda recognizing $L$ will be at least two-turn. It follows that
Proposition 6.1. The family of deterministic and linear languages strictly contains the family of languages recognized by deterministic one-turn pda (or equivalently, the family of languages simultaneously deterministic and linear).

The same linear language can be used to prove other results such as:

- $L$ cannot be generated by a linear grammar in Greibach normal form.
- $L$ is unambiguous but cannot be generated by an unambiguous linear grammar (showing that the inclusion UnAmbLin $\subset U n A m b \cap$ Lin is strict).
6.1.2 Algebraic characterization. Given an alphabet $A$, the rational subsets of $A^{\star} \times A^{\star}$ are defined as usual: they are the elements of the least family of subsets of $A^{\star} \times A^{\star}$ containing the finite ones and closed under union, product and star (i.e. generated submonoid). This family is denoted $\operatorname{Rat}\left(A^{\star} \times A^{\star}\right)$. To any subset $R$ of $A^{\star} \times A^{\star}$, we associate the language $L_{R}$ over $A$ defined by $L_{R}=\{u \tilde{v} \mid(u, v) \in R\}$, where $\tilde{v}$ denotes the reversal of $v$. We may then characterize the family of linear languages by the following

Proposition 6.2. A language $L$ over $A$ is linear if and only if there exists a rational subset $R$ of $A^{\star} \times A^{\star}$ such that $L=L_{R}$.

Proof. Given a linear grammar $G=(V, P)$ generating $L$, we consider the finite alphabet
$B=\{\langle u, \tilde{v}\rangle \mid \exists X, Y \in V: X \rightarrow u Y v \in P\} \cup\{\langle u, \varepsilon\rangle \mid \exists X \in V: X \rightarrow u \in P\}$.
We then construct a new grammar over $B$ as follows: to each terminal rule $X \longrightarrow u$ of the original grammar is associated the rule $X \longrightarrow\langle u, \varepsilon\rangle$ in the new grammar; to each nonterminal (linear) rule $X \longrightarrow u Y v$ of the original grammar is associated the rule $X \longrightarrow\langle u, \tilde{v}\rangle Y$. This grammar is right linear and generates a rational language $K$ over $B$. Using the homomorphism transforming each letter $\langle u, \widetilde{v}\rangle$ of $B$ in the corresponding element $(u, \widetilde{v})$ of $A^{\star} \times A^{\star}$, we get an homomorphic image $R$ of $K$. So, $R$ is rational. Then, it is immediate to prove that $L=L_{R}$.

Conversely, using the same homomorphism, given a rational subset $R$ of $A^{\star} \times A^{\star}$, we can construct a right linear grammar generating $R$; the rules will be of the form $X \longrightarrow(u, v) Y$ or $X \longrightarrow(u, v)$ for some $u, v \in A^{*}$. To such rules we associate $X \longrightarrow u Y \tilde{v}$ and $X \longrightarrow u \tilde{v}$ respectively. The new grammar obtained is linear and generates $L_{R}$.

As the rational subsets of $A^{\star} \times A^{\star}$ are exactly the rational transductions from $A^{\star}$ into $A^{\star}$, this characterization strongly connects linear languages to the theory of rational transductions and of rational cones [4].
6.1.3 Operator characterization. The above characterization can be reformulated in a slightly different way. Given a rational subset $R$ of $A^{\star} \times A^{\star}$ and a language $L$ over $A$, we define the binary operation bracket of $R$ by $L$, denoted $[R, L]$, by

$$
[R, L]=\{u m \tilde{v} \mid(u, v) \in R, m \in L\} .
$$

A family of languages $\mathcal{F}$ is said to be closed under bracket if, given a language $L$ in the family $\mathcal{F}$ and any rational set $R$ in $A^{\star} \times A^{\star},[R, L]$ is in $\mathcal{F}$. We may then state

Proposition 6.3. The family Lin of linear languages is the smallest family of languages containing the finite sets and closed under bracket.
Proof. Denote by Fin the family of finite languages and let $\mathcal{M}=\{[R, F] \mid$ $\left.R \in \operatorname{Rat}\left(A^{\star} \times A^{\star}\right), F \in F i n\right\}$. Since $[K,[R, F]]=[K R, F], \mathcal{M}$ is closed under bracket and is the smallest family of languages containing the finite sets and closed under bracket. Next, let $L$ be a linear language. By Proposition 6.2, there exists a rational set $R$ of $A^{\star} \times A^{\star}$ such that $L=L_{R}$; this can now be reformulated $L=[R,\{1\}]$ showing that $L$ is in $\mathcal{M}$. Hence, we have Lin $\subset \mathcal{M}$. As we know that the family Lin contains the finite languages and is closed under bracket, we have the reverse inclusion.

We shall see later that this characterization leads naturally to define some new subfamilies of the family of context-free languages.

### 6.2 Quasi-rational languages

One of the oldest families of languages derived from the family Lin is the family $Q r t$ of quasi-rational languages. Again, this family can be defined in various ways, that we present now.
Definition 6.1. The family Qrt of quasi-rational languages is the substitution closure of the family Lin of linear languages.

This definition can be made more precise: we define, for $k$ in $\mathbb{N}$, the family $\operatorname{Qrt}(k)$ by $\operatorname{Qrt}(0)=\operatorname{Rat}$, and $\operatorname{Qrt}(k+1)=\operatorname{Lin} \square \operatorname{Qrt}(k)$, where Rat is the family of rational languages and, for two families of languages $\mathcal{L}$ and $\mathcal{M}$, the family $\mathcal{L} \square \mathcal{M}$ is the family obtained by substituting languages in $\mathcal{M}$ into languages in $\mathcal{L}$. Clearly,

$$
Q r t=\bigcup_{k \in \mathbb{N}} \operatorname{Qrt}(k)
$$

It follows that $\operatorname{Qrt}(1)$ is exactly the family Lin. It should be noted that, due to closure properties of the family Lin, one has Lin $\square$ Rat $=\operatorname{Lin}$. On the contrary, the inclusion Rat $\square$ Lin $\supset$ Lin is strict.

Example 6.1. Over the alphabet $A=\{a, b\}$, we consider the linear language $L=\left\{a^{n} b^{n} \mid n>0\right\}$. We then substitute to the letter $a$ the linear language $L_{a}=\left\{x^{n} y^{n} \mid n>0\right\}$ and to the letter $b$ the finite language $L_{b}=\{z\}$. This gives raise to a quasi-rational language in $\operatorname{Qrt}(2)$, namely $M=\left\{x^{n_{1}} y^{n_{1}} \cdots x^{n_{k}} y^{n_{k}} z^{k} \mid k>0, n_{i}>0, i=1, \ldots, k\right\}$.

One of the first question solved was: does there exist a context-free language which is not in the family Qrt? The answer is yes, and the first proofs were direct; they proved this and two related results. The first one states that $\operatorname{Qrt}(k)$ is strictly included in $\operatorname{Qrt}(k+1)$. The second one states that, similarly to the case of $\operatorname{Lin}=\operatorname{Qrt}(1)$, we have, for each integer $k$, $\operatorname{Qrt}(k) \square \operatorname{Rat}=\operatorname{Qrt}(k)$ and Rat $\square \operatorname{Qrt}(k) \subset \operatorname{Qrt}(k+1)$. We will denote $Q R T(k)$ the family Rat $\square \operatorname{Qrt}(k)$. These results can be summarized in the following chain of inclusions

$$
\begin{aligned}
& \text { Rat }=\operatorname{Qrt}(0) \mp \operatorname{Lin}=\operatorname{Qrt}(1) \varsubsetneqq Q R T(1) \varsubsetneqq \operatorname{Qrt}(2) \varsubsetneqq \\
& \Psi \operatorname{Qrt}(k) \mp Q R T(k) \mp \operatorname{Qrt}(k+1) \mp
\end{aligned}
$$

Before explaining how these results have been proved, we turn to some characterizations of languages in Qrt used in these proofs and which are of independent interest.

Given a context-free grammar $G=(V, P)$ over $A$ and, for each $a \in A$, a context-free grammar $G_{a}=\left(W_{a}, Q_{a}\right)$ over $B$ in which the axiom is $a$, we construct a new grammar $H$ over $B$ called the direct sum of the grammars $G$ and $G_{a}$ for $a \in A$ as follows. The set of variables of $H$ is the disjoint union of $V$ and of the sets $W_{a}$ for $a \in A$; the set of rules of $H$ is the union of the sets of rules of $G$ and of all the rules of the grammars $G_{a}$.

Using the results of the section considering grammars as equations, it is easy to see that, for each variable $X \in V$, the language generated by $X$ in the grammar $H$ is obtained from $L_{G}(X)$ by substituting to each letter $a$ the language $L_{a}$ generated by the grammar $G_{a}$. We then may repeat such an operation giving raise to an iterated sum of grammars. It then follows immediately that

Proposition 6.4. [40] A language $L$ is quasi-rational iff there exists a grammar generating $L$ that is an iterated sum of linear grammars.

Example 6.2. (continued) Consider the language $L$ generated by the linear grammar $S \longrightarrow a S b+a b$ and the languages $L_{a}$ generated by the linear
grammar $a \longrightarrow x a y+x y$ and $L_{b}$ generated by the linear grammar $b \longrightarrow z$. The direct sum of these grammars is:

$$
S \longrightarrow a S b+a b \quad a \longrightarrow x a y+x y \quad b \longrightarrow z
$$

and generates the language $M$ of the previous example.
This characterization leads to the following new approach of quasi-rational languages. A variable $S$ in a context-free grammar $G$ is expansive if there exists a derivation $S \xrightarrow{\star} u S v S w$ for some words $u, v, w$. A grammar which contains no expansive variable is said to be nonexpansive. A language is nonexpansive if there exists a nonexpansive grammar generating it. Then,

Proposition 6.5. A language is quasi-rational iff it is nonexpansive.
This proposition explains that some authors use the term nonexpansive instead of quasi-rational. Proving that any quasi-rational language of order $k$ is generated by a nonexpansive grammar is straightforward by induction on $k$ : for $k=1$, we have a linear language, thus generated by a linear grammar; such a grammar is obviously nonexpansive. Given now a language $L$ in $\operatorname{Qrt}(k+1)$, by definition, it is obtained by substituting to each letter a a linear language $L_{a}$ in a language $M \in \operatorname{Qrt}(k)$. By induction hypothesis, $M$ is generated by a non-expansive grammar $G$; each language $L_{a}$ is generated by a linear grammar. The direct sum of $G$ and of the $G_{a}$ is clearly nonexpansive.

The converse goes roughly this way: first, given a grammar $G$, define a preorder relation $\leq$ on the variables by setting $X \leq Y$ if there exists two words $u, v$ and a derivation such that $X \xrightarrow{\star} u Y v$. As usual, this preorder induces an equivalence relation $X \equiv Y$ iff $X \leq Y$ and $Y \leq X$. Verify then that, if $G$ is nonexpansive, in the right member of a rule $X \longrightarrow \alpha$, there is at most one occurrence of a variable $Y$ equivalent to $X$. Conclude then, using the order relation attached to the preorder $\leq$, that the grammar can be described as an iterated direct sum of linear grammars, so that the generated language is quasi-rational.

Proposition 6.5 is the result that has been used to prove directly that there exists a context-free language which is not quasi-rational (see [40,55] for example). One of the first languages considered was the Lukasiewicz language generated by the grammar $G$

$$
S \longrightarrow a S S+b
$$

The proofs showed that any grammar generating this language had to be expansive; the proofs were refined to exhibit, for each integer $k$, a language in $\operatorname{Qrt}(k+1)$ not in $\operatorname{Qrt}(k)$. They used the following grammars clearly related to $G$ :

$$
\begin{aligned}
& S_{k} \longrightarrow a S_{k} S_{k-1} \\
& \cdots \\
& S_{i} \longrightarrow a S_{i} S_{i-1} \\
& \cdots \\
& S_{1} \longrightarrow a S_{1} S_{0} \\
& S_{0} \longrightarrow a S_{0} b+b .
\end{aligned}
$$

These results are now proved as a consequence of a very powerful lemma (the syntactic lemma) which will not be presented here (see [4]).

It should be noted that, contrarily to the situation for linear languages, any quasi-rational language can be generated by a nonexpansive grammar in Greibach normal form. This follows from the construction of Rosenkrantz which preserves the nonexpansivity. On the other hand, it is an open problem to know if any unambiguous quasi-rational language can always be generated by an unambiguous nonexpansive grammar (i.e. do we have Non $A m b Q r t=$ NonAmb $\cap$ Qrt?). A possibly related open problem is the following: given two quasi-rational languages, is it true that their intersection either is quasirational or is not context-free?

Proposition 6.5 leads to consider a new notion: the index of a derivation is the maximum number of occurrences of variables in the sentential forms composing it. A terminal word $u$ has index $k$ if, among all the derivations generating $u$, the one of minimum index is of index $k$. The grammar $G$ is of finite index if the index of any generated word is bounded by a fixed integer $k$. Otherwise, it is of infinite index. It can be proved

Proposition 6.6. A language is quasi-rational iff it is generated by a grammar of finite index.

This result can be made even more precise: the family $\operatorname{Qrt}(k)$ is exactly the family of languages generated by grammars of index $k$. We refer the reader to $[22,27,47,4]$ for a proof of this proposition.

### 6.3 Strong quasi-rational languages

We present now a less usual family of languages. It is derived from the bracket operation defined above. Recall that Lin is the smallest family closed under bracket containing the finite sets. Recall also that Rat $\square$ Lin denotes the rational closure of $L i n$, and denote $S Q R T(1)$ this family of languages. (This family was denoted $Q R T$ (1) just above.) We then define $\operatorname{Sqrt(2)}$ as the smallest family of languages containing $S Q R T(1)$ and closed under bracket. More generally, for each integer $k$, we define the families $S Q R T(k)$ as the rational closure of $\operatorname{Sqrt}(k)$, and $\operatorname{Sqrt}(k+1)$ as the smallest family of languages containing $S Q R T(k)$ closed under bracket. Hence, we may write

$$
S Q R T(k)=R a t \square \operatorname{Sqrt}(k), \quad \operatorname{Sqrt}(k+1)=[S Q R T(k)],
$$

where $[\mathcal{L}]$ denotes the bracket closure of the family $\mathcal{L}$. Finally, we denote by $S q r t$, the infinite union of the families $\operatorname{Sqrt}(k)$. This is the family strong quasirational languages [7]. Clearly, for each $k, S q r t(k) \mp \operatorname{Qrt}(k)$. The following more precise fact holds

Fact 6.2. There exists a language in $\operatorname{Qrt}(2)$ which is not in Sqrt.
Such a language is the language $M$ of the example above:

$$
M=\left\{x^{n_{1}} y^{n_{1}} \cdots x^{n_{k}} y^{n_{k}} z^{k} \mid k>0, n_{i}>0, \quad i=1, \ldots, k\right\}
$$

It is in $\operatorname{Qrt}(2)$. We want to show that it does not lie in Sqrt.
First, we show that if $\mathcal{F}$ is any family of languages such that the language $M$ belongs to Rat $\square \mathcal{F}$, then $M$ is a finite union of products of languages in $\mathcal{F}$. This follows immediately from the fact that $M$ does not contain any infinite regular set. Hence, if $M \in S Q R T(k), M$ is a finite union of product of languages in $\operatorname{Sqrt}(k-1)$. Trying to split $M$ into a finite product of languages immediately leads to note that there is exactly one factor in the product very similar to the language $M$ itself. Thus, if $M \in S Q R T(k)$, then $M$ belongs to the family $\operatorname{Sqrt}(k)$.

Next, we check that if $M=[R, L]$, then $R$ is a finite subset of $\{x, y, z\}^{\star} \times$ $\{x, y, z\}^{\star}$. This implies that, if $M$ belongs to the family $\operatorname{Sqrt}(k)$, it is a finite union of products of languages lying in $S Q R T(k-1)$. Again, there is one factor in this union of products very similar to $M$ leading to the conclusion that $M$ should lie in $S Q R T(k-1)$.

Hence, we may conclude that, if $M$ belongs to Sqrt, it belongs to $\operatorname{Sqrt}(1)=\operatorname{Lin}$. As $M$ is not linear, the fact is proved.

Similarly to the situation for quasi-rational languages, we have
Proposition 6.7. For each $k$, the family $\operatorname{Sqrt}(k)$ is a strict subfamily of $\operatorname{Sqrt}(k+1)$.

### 6.4 Finite-turn languages

The characterization of linear languages by one-turn pda naturally leads to define finite-turn pda's and languages. A pda is $k$-turn if any computation admits at most $k$ turns. Naturally, a language will be said to belong to the family Fturn $(k)$ if it is recognized by a $k$-turn pda. Then a finite-turn pda is a pda which is $k$-turn for some integer $k$. A language is finite-turn if it is recognized by a finite-turn pda [21]. It is easy to prove that 0-turn languages are rational.

The family of finite-turn languages can be described using the bracket operation too. This definition is similar to the one of strong quasi-rational languages where the rational closure is replaced by the closure under union and product. More precisely, let Fturn $n_{1}$ be the family Lin and set, for each integer $k$,

$$
\operatorname{FTUR}_{k}=\text { Fin } \square \text { Fturn }_{k}, \quad \text { Fturn }{ }_{k+1}=\left[F T U R N_{k}\right],
$$

so that $F T U R N_{k}$ is the closure of $F t u r n_{k}$ under union and product and that Fturn $n_{k+1}$ is the closure of $F T U R N_{k}$ under bracket. Finally, we denote by Fturn the infinite union over $k$ in $\mathbb{N}$ the families Fturn $_{k}$ [21]:

$$
\text { Fturn }=\bigcup_{k} \text { Fturn }_{k}=\bigcup_{k} F T U R N_{k} .
$$

It should be noted that the two families Fturn $k$ and Fturn $(k)$ are not equal. For instance, let $\Delta=\left\{a^{n} b^{n} \mid n \geq 1\right\}$ and consider the language $L=\Delta^{k}$. It is easily seen that $L$ is in $F T U R N_{1}$. (So it belongs to $F t u r n_{2}$ also.) Besides, $L$ does not belong to Fturn $(k-1)$. So, FTURN $N_{1}$ is not contained in Fturn $(k)$. However, the infinite union of the families $F t u r n_{k}$ and the infinite union of the families Fturn $(k)$ coincide:

Fact 6.3. The family Fturn is exactly the family of finite-turn languages.
Proof. It consists in showing that
(1) if $L$ is a finite-turn language, so is $[R, L]$
(2) the family of finite-turn languages is closed under union and product.
This implies that Fturn is contained in the family of finite-turn languages. Conversely, given a $k$-turn language, we decompose the computations of the $k$-turn pda recognizing it to get a description of the language through union, product and the bracket operation of $(k-1)$-turn languages, showing then the reverse inclusion.

Remark 6.1. The second part of the above proof shows in fact that, for each $k$, we have the inclusion $\operatorname{Ftur} n(k) \subseteq$ Fturn $_{k}$.

The given characterization of finite-turn languages obviously shows that they are all strong quasi-rational languages. Here again, we get a proper subfamily :

Fact 6.4. There exists a language in Sqrt(1) which is not finite-turn.
Such a language is, for instance, $\Delta^{\star}=\left\{a^{n} b^{n} \mid n \geq 1\right\}^{\star}$. As for the above families, we have chains of strict inclusions:

Proposition 6.8. For each $k$, the family Fturn ${ }_{k}$ is a strict subfamily of Fturn $n_{k+1}$, and the family Fturn $(k)$ is a strict subfamily of Fturn $(k+1)$.

### 6.5 Counter languages

We first present in this section the family of one-counter languages. It is defined through pda's.

Definition 6.2. A pda is one-counter if the stack alphabet contains only one letter. A context-free language is a one-counter language if it is recognized by a one-counter pda by empty storage and accepting states.

We denote by Ocl this family of languages. The terminology used here comes from the fact that, as soon as the stack alphabet is reduced to a single letter, the stack can be viewed a counter.

Example 6.3. Over the alphabet $A=\{a, b\}$, we consider the Lukasiewicz language generated by the grammar $S \longrightarrow a S S+b$. It is a one-counter language: each letter $a$ increases the height of the stack by 1 , each letter $b$ decreases it by 1 . The word is accepted iff it empties the stack.

As in the case of linear languages, the first question is whether $O c l$ is a proper subfamily of the family of context-free languages. The proof that this holds is more technical than in the case of linear languages. The idea is to prove an iteration lemma for one-counter languages and to use it to get the desired strict inclusion [6]. We will give later on such counter-examples, but we will not state this lemma which is too technical and beyond the scope of this presentation.

As in the case of linear languages, the definition of one-counter languages through pda's naturally leads to define the family DetOcl as the family of languages recognized by a deterministic one-counter pda. Clearly, DetOcl $\subset$ Det $\cap O c l$. As in the linear case, the inclusion is strict :

Proposition 6.9. The family of deterministic and one-counter languages strictly contains the family of languages recognized by a deterministic onecounter pda (or, equivalently, the family of languages simultaneously deterministic and one-counter).
Proof. Over the alphabet $A=\{a, b, \#\}$, consider the language $L=\left\{w \# w^{\prime} \mid\right.$ $\left.w, w^{\prime} \in\{a, b\}^{\star} w^{\prime} \neq \widetilde{w}\right\}$. We will show that $L$ is in Det $\cap \mathrm{Ocl}$ and is not in DetOcl.

It is deterministic: clearly the language $\left\{w \# \widetilde{w} \mid w \in\{a, b\}^{\star}\right\}$ is deterministic. So, its complement $C$ is deterministic, too. The language $L$ is exactly the intersection of the language $C$ and of the rational language $\{a, b\}^{\star} \#\{a, b\}^{\star}$. It follows that $L$ is deterministic.

It is one-counter: the language $L$ can be described as the (non disjoint) union of the two languages

$$
\begin{gathered}
L_{1}=\left\{w \# w^{\prime}| | w\left|\neq\left|w^{\prime}\right|\right\}\right. \\
L_{2}=\left\{u c v \# u^{\prime} d v^{\prime}\left|c, d \in\{a, b\}, c \neq d,|u|=\left|v^{\prime}\right|\right\}\right.
\end{gathered}
$$

Clearly, $L_{1}$ and $L_{2}$ are one-counter languages. Thus, $L=L_{1} \cup L_{2}$ is a onecounter language.

To see that $L$ is not in DetOcl, the idea is to observe that, after reading an input $w$, the length of the stack is polynomially bounded in the length of the input. Since there is only one stack symbol, there exist two distinct
words $w$ and $x$ of the same length that lead to the same (unique due to determinism) configuration. Hence, since $w \# \widetilde{x}$ is accepted, so is $x \# \widetilde{x}$, which is impossible.

Remark 6.2. The last argument of the above proof can be also used to show that the linear language $\left\{w \# \widetilde{w} \mid w \in\{a, b\}^{\star}\right\}$ is not one-counter; it needs to prove that a one-counter pda may always be supposed to be realtime (see [18]). This shows, in particular, that the family Ocl is a strict subfamily of the family of context-free languages.

As in the case of linear languages, it can be seen that $\operatorname{Ocl} \square R a t=O c l$ whence the inclusion Rat $\square O c l \subset O c l$ is strict. This new larger family, denoted here $O C L$, is exactly the family of languages recognized by a onecounter pda which admits bottom testing. Again as in the case of linear languages, we may define the family Icl of iterated counter languages as the substitution closure of the family Ocl .

Similarly to what happened for the quasi-rational languages, this definition can be made more precise: we may define, for each $k$ in $\mathbb{N}$, the family $\operatorname{Ocl}(k)$ by $\operatorname{Ocl}(0)=R a t$, and $\operatorname{Ocl}(k+1)=\operatorname{Ocl}(k) \square \operatorname{Ocl}$. Then, the family Icl is the infinite union over $k$ in $\mathbb{N}$ of the families $\operatorname{Ocl}(k)$. Using such definitions, $O c l(1)=O c l$.

The study of the families $\operatorname{Ocl}(k)$ leads naturally to prove that $\operatorname{Ocl}(k) \square$ Rat $=\operatorname{Ocl}(k)$, whence $\operatorname{Rat} \square \operatorname{Ocl}(k) \llbracket \operatorname{Ocl}(k)$. This last family will naturally be denoted $O C L(k)$ and we get the following chain of strict inclusions

$$
\begin{aligned}
& \operatorname{Rat}=\operatorname{Ocl}(0) \varsubsetneqq \operatorname{Ocl}(1) \mp O C L(1) \mp \operatorname{Ocl}(2) \mp \\
& \subseteq O c l(k) \subseteq O C L(k) \subseteq O c l(k+1) \subseteq
\end{aligned}
$$

(To be compared to the similar chain of inclusions concerning the families $Q r t(k)$ and $Q R T(k)$.

The languages in Icl can be characterized as languages recognized by pda's such that the stack language lies in the bounded set $z_{1}^{\star} \cdots z_{k}^{\star}$.

Up to now, we may remark that the situation here is very similar to the situation we had when dealing with linear and quasi-rational languages. However, it is worth noticing that, contrarily to the case of linear languages, one-counter languages do not enjoy other characterizations through grammars or operators as linear languages did. This explains that we will not get here subfamilies similar to the strong quasi-rational languages, etc...

If we compare the families $\operatorname{Lin}$ and $\operatorname{Ocl}$ with respect to inclusion, we see that these two families are incomparable. Even more,
Proposition 6.10. There is a language in Ocl which is not in Qrt. There is a language in Lin which is not in Icl.

The Lukasiewicz language given above as an example of one-counter language is precisely the language proved not to be quasi-rational (see previous subsection). The second inclusion can be proved using the linear language $L=\left\{w \# \widetilde{w} \mid w \in\{a, b\}^{\star}\right\}$ (see the previous remark).

Such a result leads to consider the two following problems: is it possible to characterize the languages in $\operatorname{Lin} \cap O c l$ on one hand, and, to describe any context-free language by substituting linear and one-counter languages on the other hand.

The first question is still open (see [8] for results on this theme). The second question has a negative answer: defining the family of Greibach languages as the substitution closure of linear and one-counter languages, we get a large strict subfamily of the family of context-free languages: it does not contain the language $D^{\star}$, the Dyck language over $\{a, b, \bar{a}, \bar{b}\}$ (see [4]).

### 6.6 Parenthetic languages

We now turn to another subfamily of the family of context-free languages. Consider an alphabet $A$ containing two particular letters $a$ and $\bar{a}$. A contextfree grammar over the terminal alphabet $A$ is parenthetic if each rule of the grammar has the following form $X \longrightarrow a \alpha \bar{a}$ with $\alpha$ containing neither the letter $a$ nor the letter $\bar{a}$. As usual, a language is said to be parenthetic if it is generated by some parenthetic grammar.

This family of languages has been introduced by McNaughton [39]. In the particular case where the alphabet $A$ does not contain any other letters than the two special ones $a$ and $\bar{a}$, we speak of pure parenthetic grammar or language.

Example 6.4. Over the alphabet $A=\{a, \bar{a}\} \cup\{x\}$, the grammar $G$ given by

$$
S \longrightarrow a S S \bar{a}+a x \bar{a}
$$

is parenthetic.
Clearly, any pure parenthetic language over $A=\{a, \bar{a}\}$ is included in the Dyck language $D_{1}^{\star}$. The following characterization due to Knuth [35] shows, in particular, that $D_{1}^{*}$ is not (purely) parenthetic. A word $u$ over the alphabet $A=\{a, \bar{a}\} \cup B$ is balanced if it satisfies $|u|_{a}=|u|_{\bar{a}}$ and, for any prefix $v$ of $u$, $|v|_{a} \geq|v|_{\bar{a}}$. It should be noted that a word $w$ is in $D_{1}^{\star}$ iff it is balanced.

Given a word $u$ over the alphabet $A=\{a, \bar{a}\} \cup B$ and an occurrence of the letter $a$ in $u$, we factorize $u$ in $u=v a w$. An occurrence of a letter $b \in A$ in $w$ is an associate of $a$ iff $u=v a x b y$ with $x b$ balanced.

Example 6.5. Let $u=a b a b \bar{a} a b \overline{a a}$. The first $a$ and the first $b$ are associates. The first $a$ and the first $\bar{a}$ are associates too.

A language $L$ over the alphabet $A=\{a, \bar{a}\} \cup B$, is balanced iff any word $u \in L$ is balanced. It is said to have bounded associates if there exists an integer $k$ such that any occurrence of a letter $a$ in $u \in L$ admits at most $k$ associates. We may then characterize parenthetic languages as follows:
Proposition 6.11. A context-free language $L$ is parenthetic if and only if it is balanced and has bounded associates.

The proof of the "only if" part is immediate. The "if" part consists in a careful study of the structure of any grammar generating a language which is balanced and have bounded associates. This study shows that the rules of the grammar may be 'recentered' to fulfill the parenthetic conditions.

Example 6.6. Consider the grammar $G$ over $A=\{a, \bar{a}\} \cup\{b, c, d, e\}$ given by the set of rules

$$
S \longrightarrow X Y \quad X \longrightarrow a a b \bar{a} X \bar{a}+a d \quad Y \longrightarrow a Y a c \overline{a \bar{a}}+e \bar{a} .
$$

Clearly, this grammar is not parenthetic. However, the generated language is balanced and has bounded associates. Hence, it is a parenthetic language.

This characterization can be used to see that the Dyck set $D_{1}^{\star}$ is not parenthetic: it is balanced but it has unbounded associates. This characterization allows also to prove the following
Proposition 6.12. If a language $L$ is nonexpansive and parenthetic, there exists a parenthetic nonexpansive grammar generating it.

This fact contrasts with the Proposition 6.1.
Besides this characterization, parenthetic languages enjoy some other nice properties. In particular, any such language is deterministic. Moreover, the equivalence problem for parenthetic grammars is decidable [35], solving in this particular case the equivalence problem of deterministic languages.

This family of languages can be related to the whole family of contextfree languages in the following way. Given a context-free grammar $G=(V, P)$ over $B$, we associate to it a parenthetic grammar $\operatorname{Par}(G)$ as follows : enlarge the terminal alphabet $B$ into the terminal alphabet $A=B \cup\{a, \bar{a}\}$ where $a$ and $\bar{a}$ are two new letters; to each rule $X \longrightarrow \alpha$ of $G$, associate the rule of $\operatorname{Par}(G)$ given by $X \longrightarrow a \alpha \bar{a}$. It is easy to check that to each leftmost derivation in $\operatorname{Par}(G)$ generating a word $w$, corresponds a leftmost derivation in $G$ generating the word $u$ obtained from $w$ by erasing the new letters $a$ and $\bar{a}$. This correspondence is a bijection between derivations. Hence, the degree of ambiguity of a word $u$ in the grammar $G$ is the number of words $w$ generated in $\operatorname{Par}(G)$ that map to $u$ when the letters $a$ and $\bar{a}$ are erased.

Example 6.7. Consider the grammar $H$ given by $S \longrightarrow S S+x$. The corresponding parenthetic grammar $\operatorname{Par}(H)$ is $S \longrightarrow a S S \bar{a}+a x \bar{a}$. The word $x x x$ is the image of the two words $a a x \bar{a} a a x \bar{a} a x \overline{a a a}$ and $a a a x \bar{a} a x \overline{a a} a x \overline{a a}$ corresponding to the two (leftmost) derivations in $H$

$$
S \longrightarrow S S \longrightarrow x S \longrightarrow x S S \longrightarrow x x S \longrightarrow x x x
$$

and

$$
S \longrightarrow S S \longrightarrow S S S \longrightarrow x S S \longrightarrow x x S \longrightarrow x x x
$$

A very similar family of languages has been introduced by Ginsburg [19]. Let $k \geq 1$. Given an alphabet $A=\left\{a_{1}, \ldots, a_{k}\right\}$, we associate to it the copy $\bar{A}=\left\{\bar{a}_{1}, \ldots, \bar{a}_{k}\right\}$ and the alphabet $Z=A \cup \bar{A}$. A grammar over $Z \cup B$ with $k$ rules is completely parenthetic if the $i^{\text {th }}$ rule has the form $X \longrightarrow a_{i} \alpha \bar{a}_{i}$ with $\alpha$ containing no letters in $Z$. As usual, a language is completely parenthetic if there exists a completely parenthetic grammar generating it.

Clearly, if we consider the morphism from $Z$ onto $\{a, \bar{a}\}$ erasing the indices, we get from any completely parenthetic language a parenthetic language. Such languages often appear in the study of languages attached to trees.

Example 6.8. Given the completely parenthetic grammar $G^{\prime}$ given by $S \longrightarrow$ $a_{1} S S \overline{a_{1}}+a_{2} x \overline{a_{2}}$. The corresponding parenthetic grammar is the grammar $G$ of the above example.

### 6.7 Simple languages

A context-free grammar $G=(V, P)$ over $A$ is simple if it is in Greibach normal form and if, for each pair $(X, a) \in V \times A$, there is at most one rule of the form $X \longrightarrow a m$. As usual, a language is simple if it can be generated by a simple grammar [28,36]. It is easy to check that any simple language is deterministic. (It is even $L L(1)$.) It is easy too to check that there does exist deterministic (even $L L(1)$ ) languages which are not simple. The simple languages are exactly the languages recognized by simple deterministic pda's as defined in the previous section. Moreover, this family of languages enjoys nice properties :

1. Any simple language is prefix (i.e. if the two words $u$ and $u v$ are in $L$ then $v$ is the empty word).
2. The equivalence problem for simple grammars is decidable [36], solving again in a particular case the equivalence problem of deterministic languages.
3. The family of simple languages generates a free monoid.

Similarly to parenthetic and completely parenthetic languages, simple languages give raise to a family, namely the family of very simple languages. A grammar is very simple if it is simple and such that for any terminal letter $a$ there is at most one rule of the form $S \longrightarrow a m$. (Here, $a$ appears as first letter of one rule at most; in the case of simple grammars, it could appear as first letter of various rules, provided they have not the same left member.)

Clearly, any very simple language is simple. The converse is not true: for instance $L=\left\{a^{n} c b^{n} a^{m} c \mid n \geq 1 m \geq 0\right\}$ is simple but not very simple. It is simple because it is generated by

$$
S \longrightarrow a S^{\prime} X T \quad S^{\prime} \longrightarrow a S^{\prime} X+c \quad T \longrightarrow a T+c \quad X \longrightarrow b
$$

To prove that $L$ is not very simple, we show that any grammar in Greibach normal form generating $L$ admits at least two rules whose right member begins with the letter $a$. Using for instance Ogden's iteration lemma on the word $a^{n} c b^{n} a^{n} c$ where the $n$ first letters $a$ are marked, we get that there is a derivation

$$
S \xrightarrow{\star} a^{i} X b^{j} a^{n} c \quad X \xrightarrow{\star} a^{k} X b^{k} \quad X \xrightarrow{\star} a^{k^{\prime}} c b^{k^{\prime \prime}}
$$

from this we derive that there is a rule of the form $X \longrightarrow a \alpha$. Marking now the $n$ last letters $a$, we get that there is a derivation

$$
S \xrightarrow{\star} a^{n} c b^{n} a^{i^{\prime}} Y a^{j^{\prime}} c \quad Y \xrightarrow{\star} a^{h} Y a^{h^{\prime}} \quad Y \xrightarrow{\star} a^{h^{\prime \prime}}
$$

from this we derive that there is a rule of the form $Y \longrightarrow a \beta$.
Clearly the two variables $X$ and $Y$ have to be different: if $X=Y$, we may derive from $X=Y$ the word $a^{k} a^{h^{\prime \prime}} b^{k}$ which is not a factor of $L$. Thus, we have two different rules with a right member beginning by $a$, hence, the grammar cannot be very simple.

Any context-free language is an homomorphic image of a very simple language. Indeed, a context-free grammar in Chomsky normal form can be transformed in a very simple grammar by adding new terminal letters. The homomorphism erasing these new letters will reconstruct the original one. Let us mention along the same lines that, to any completely parenthetic grammar is naturally associated a very simple grammar obtained by erasing all the barred letters. Hence, any very simple language is an homomorphic image of a completely parenthetic language.

### 6.8 LL and LR languages

We end this survey of various classical subfamilies of the family of contextfree languages by briefly presenting the two most usual subfamilies appearing in syntactical analysis. Given a word $w$ over the alphabet A, define First $_{k}(w)$ as the prefix of length $k$ of $w$; if $|w|<k, \operatorname{First}_{k}(w)$ is equal to $w$. We may now define $L L$-grammars

Definition 6.3. $[1,38]$ A context-free grammar $G=(V, P)$ over the terminal alphabet $A$ is a LL(k)-grammar if

$$
\begin{gathered}
S \stackrel{\star}{\ell} u X m \longrightarrow u \alpha m \stackrel{\star}{\ell} u v \\
S \stackrel{\star}{\ell} u X m^{\prime} \longrightarrow u \alpha^{\prime} m^{\prime} \frac{\star}{\ell} u v^{\prime}
\end{gathered}
$$

$$
\begin{aligned}
& \text { (with } \left.u, v, v^{\prime} \in A^{\star} \text { and } X \in V\right) \text { and } \\
& \qquad \operatorname{First}_{k}(v)=\operatorname{First}_{k}\left(v^{\prime}\right)
\end{aligned}
$$

imply $\alpha=\alpha^{\prime}$.
A language is a $L L(k)$-language if it can be generated by a $L L(k)$ grammar. It is a $L L$-language if it is a $L L(k)$-language for some $k$. The idea is that given a terminal word $u v$ and a leftmost derivation from $S$ into $u m$, the first $k$ letters of $v$ allow to determine what is the next rule to be used in the derivation. We will not develop here this syntactical analysis technique. However, it follows clearly from this remark that any $L L$-language is deterministic. More precisely, the families of $L L(k)$-languages form a hierarchy. Their infinite union is a strict subfamily of the family of deterministic languages.

For instance, the language $L=\left\{a^{n} c b^{n} \mid n \geq 1\right\} \cup\left\{a^{n} d b^{2 n} \mid n \geq 1\right\}$ is clearly deterministic. It is not a $L L$-language: an unbounded number of letters $a$ has to be read before it can be decided which rule to apply in an early stage of the leftmost derivation, because it depends on whether the word contains a letter $c$ or a letter $d$.

Using rightmost derivations instead of leftmost derivations leads to define the $L R$-grammars:
Definition 6.4. [28,34] A context-free grammar $G=(V, P)$ over the terminal alphabet $A$ is a $\mathrm{LR}(\mathrm{k})$-grammar if,

$$
\begin{aligned}
& S \frac{\star}{r} m X u \longrightarrow m \alpha u=p v \\
& S \frac{\star}{r} m^{\prime} X^{\prime} u^{\prime} \longrightarrow m^{\prime} \alpha^{\prime} u^{\prime}=p v^{\prime} \\
&\left(\text { with } u, u^{\prime} \in A^{\star}, p \in(V \cup A)^{\star} V\right) \text { and } \\
& \text { First }_{k}(v)=\text { First }_{k}\left(v^{\prime}\right)
\end{aligned}
$$

imply $X=X^{\prime}$ and $\alpha=\alpha^{\prime}$.
Again, a language is a $L R(k)$-language if it is generated by a $L R(k)$ grammar. It is a $L R$-language if it is a $L R(k)$-language for some $k$.

The idea is the following: given a sentential form $p v$ where $v$ is the longest terminal suffix, the first $k$ letters of $v$ allows to determine the rule that has been applied just before getting the sentential form $p v$. Here again, this remark that we will not develop here, implies that any $L R(k)$-language is deterministic. However, the situation is now very different from the $L L$ situation.
Proposition 6.13. The family of LR(1)-languages is exactly the family of deterministic languages.

So, from the families of languages point of view, the $L R(k)$-condition does not give raise to an infinite hierarchy. It should be noted that, in terms of grammars, it is indeed an infinite hierarchy. It should be noted also that a grammar which is not $L R$ may generate a language which is indeed $L R$. It may even be rational: the grammar $S \longrightarrow a S a, S \longrightarrow a$ is not $L R$ and it generates the rational language $a^{+}$.
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