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ON an APPLICATION of SEMI GROUPS METHODS
T0 SOME PROBLEMS in CODING

By M.P. Schiitzenberger
(C.N.R.S. Paris)

0. Introduction.

The current paper deals with a chapter in
what could be called communication theory in exten-
sive form : it starts with extremely restricted
structures and it stops where begins the canonical
problem of optimalisation. It even ends sooner for no
full use of the definitions is made and the main
ergodic theorem is stated without proof.

Actually the nature itself of the question
under study has commanded these restrictions together
with the architecture of the paper : we give a
abstract model of some sort of language and we try to
show how semi group concepts apply fruitfully to it
with the hope that some of them may be at least of
stimulating interest to specialists working on
natural languages.

As frequent in the field of cybermetic, the
mathematics involved even if quite simple are far
away from classical analysis and, indeed, many of the
necessary tools had to be sharpened especially for
the purpose.

Thus the paper is twofold : in a first part
the model and its main properties are discussed at a
concrete level on the simplest cases : the coding and
decoding with length bounded codes. In a secand part
a selection of -theorems are proved whenever the
necessary semi group theoretic preliminaries are not
exacting. The link along this tail of appendices is
the theory developped verbally in the first part.
Finally a special chapter provides a bridge toward
probalistic applications.

It is proper at this place to acknowledge
the contributions of three authors who influenced
deeply-the building of the theory :

Sardinas and Patterson(l)who discussed first on a
logical basis the eral coding process.

B. Mandelbrot(®)who recognised end studied
extensively the role of "word umits" in communication
theory and related the problem to Feller's recurrent
events.

P. Du’breuil(s) and his school whose pionnering

work on discrete semi groups has provided many basic
concepts and arguments as it will be seen below.

Part I
1. Preliminary definition of a discrete semi group
language

We shall be concerned with the two basic
sets of coomunication theory :

The set of all messages which may possibly be
sent.

The set of all signals available for transmission
along the line.

The main feature of the theory is the
postulationnal requirement that the signals as well
as the messages pertain both to some common class of
structures so that coding and decoding not only be
inverse operations but far more generally, be special
instances of a quite broad new process, that of
translation.

This identity of structure itself between two
sets is a result from the basic restriction that they
develop homogeneously in time - or more accurately
that both admit a common partial order and
composition operation.

That such requirements are rather stringent
is clearly seen by the exemple of photography (two
exposures give rarely a result which is,in any sense,
equivalent to a third one) or even by harmonic
modulation where Fourier transform exchanges so well
time and frequency that finite signals cannot be
fully adequate.

On the other hand, languages either spoken,
written or gesticulated are somewhat akin with our
conegideration, and we shall use the name of "discrete

senmi group languages" (d.s.g.l.) for naming the

elemental concepts of our study.

The definitions below are quite general and
as said before, no full use of them will be made here
- very little gain in simplicity would be achieved by
using more restrictive ones.

DEFINITIONS :

I. A discrete semi group language will be a
set A of object called "messages" satisfying the
following conditions :

I.1. If A; and ); pertain to A so does their
"product" A, : »i};, made up of ").;* followed by i "
(Ta: will be sald a left divisor and A, a right ’
divisor of ¢ ).

 I.2.If A, \, and ) pertain to /A eand
if Az« ) \) and [ .aac then \| A\,  is iden-
tical with™ ;1\, . '

I.3. The "vacuous message" p pertains to A
and satisfies g\ M ¢: 2. for all 1\ c A

I.4. There is a sub set f\.,,- from /\ called
"dictionary" or "basis" whose elements are called
"words". /\_is such as :

I.4.1. ¥ does not pertain to /\.
1.4.2 for all M. € A\ -
either A: ¢ /\.
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either these exist a unique finite set 2) to any distinet 2, Ve A must correspond
of words /\;, ) );,,_. M €N distinct 1, p'e M’ in order that the

ALz AL ,\_‘ﬁ_t.h e deciphering be free from ambiguity.
II. Given two d.s.g.l. A anda M a A priori any one to one correspondance between A

correspondence O between the elements of two subsets

i
A and a subset ' from £{ would do - but usually
ANec A eand Wc M will be seid a translation

this could imply that we cannot proceed to the

if it satisfies : sending of the message before we know it in its
totality. So a further practical condition -
II.1l. The correspondence is one to one where vhich is not too easy to formulate rigourously -
ever it is defined. could be ¢
i L
11.2. If );,)J’ g I\IOM =, 9/\j = Yy, 3) For a reasonably large number of messages )\ the
then  ALM AN emd ONAjs i coding is such that for any right multiple A' of A

(i.e. any X = 22" ) the signals P end vy
have a reasonably long common left divisor 4,
(i.e. are of the form : p = M, Mz smd i’z |, P‘é)

I1.3. The translation will be said :

Total from A to M, i A=A,

Subtotal from A to M, if for
e e The simplest way of fulfi these desiderata
all > ¢ /\ there is at least a ) e Hadbo epiod iy Sppoieim

binary letters }41, (which very conveniently we
may too call a word) and for any sequence

such as  A(Aj € A

III. A neat coding of /A into M will

be a translation total from s\ to M and A, \.--- Ai. to send the corresponding
subtotal from M to J/\ . 86qUeNCe. U, pyy v -- Mim *
In algebraic form we could reduce our For example,with the correspondance : 54 :
axiomatic to : MWD+ A D e ma; Ay m b= kg
Ay = =- oz ey

I' : /\ 1is the free discrete semi group
generated by A o
II' : A trenslation is an isomorphism between

we would have @

BAMMA D db-cd-de -

i /
the sub semi groups A' < AL and It is not obvious however how the set M, of the
Me it — ] words H: has to be selected so that decoding
III': A translation is a neat coding if A- A be free from ambiguity :

and 'H" is & subsemigroup of 1 peat on At my knowledge,the question has been raised first
the right. (Note that"subsemigroup" and practical]y'eolve?lyy Sardinas and Patterson

entails I.1, I.2 and I.3 ; "free" corre- in a pioneering paper

sponds to unique in I.4.2 , "discrete" to With the help of semi group concepts we may how-
. t 1ace). ever obtain a deeper insight into their whole
£finite et the same p °) procedure which was purely logical :

We are looking for a total translation from -/\

. axiomatic ¢
2. Practical significance of the S to p and it is quite axiomatic that the decoding

Iet us take a simple example in coding 3 isimmbieuoxm if ‘“fl if the sub s )
Mo in bty Wy Musge,-d M generated by M. _is isomorphoric to the free
( M, is the usual binary alphabet; .\ is the set semigroup A  ~ or - for short - that M’ is a
of all strings of a finite number of the "elgmentary free subsemigroup of A .
messages” A («:1,i.3y) and Il is built in the Algebraic consequences of this simple remark are
same way with the "letters" + and - . to be found in appendix 1.
When coding, we want to establish a corres- Now would come a fourth requirement : (admissibility)
pondence between /i and some subset fL/ of
M satisfying two conditions : 4) The length of the words \: must be as small
1) to every A ¢ /L corresponds at least one ¢ M as possible in respect of some a priori
("total" character of the coding ) probability distribution on /\ .
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As a matter of fact (4) will be met incidentally, so
to say, in wiew of another condition we put in
definition III :

That the translation from M back to A
" be sub total :

What this means exactly is that any sequence |+ of
binary digit be a left divisor of at least one
message p'¢ M'which can be completely and exactly
retranslated into N .

This condition together with the possibility of one-
to-one deciphering implies automatically that the
code be unitary (as defined below)(see appendix 0),
and admissible in that sense that it meets the
optimality requirement (4) in respect of at least one
a priori probability distribution of the words. (*)

3. Discussion of the decoding methods : scansion

This being settled we have to look more
closely at the decoding.

For avoiding repetition let us observe that
A does not play any role by itself since the
Moe A,

the words p,e& Mo . So we may perfectly well
dispense from mentioning it altogether.

are in a one-to-one correspondance with

But in order to stress when a given string

K of binary symbols is really a set made up of a
sequence of words and not any -odd sequence of + and
- we shall say that }* 1is a complete message (for

instance ¢ " 14 —-i- "= e M3 is a complete
message, but " - -- " is not) and indicate it by
enclosing it into two signs, which shall denote
too, end and beginning of the words.

let us try to decode the following complete

message in code € 12
Ii—+-- bomb-- i
The only way open is trial and error : the first +
may be:
- either p, itself
- either the first letter from i, = jii-|

so that we have the choice between @

[efr--+=t-=+]  and [re-f-s--t-"+]

In the first case no further doubt comes in and we
are lead to :

Irlr'v-"—r‘-'lr"""l = MK MG My B MK

Pize M is the free semi group of all phonemic
sequences in English and M’  the sub set of all

"semantically correct sentences", M’
in' M .

fFor instance :

n [pri vat law cut chur coco feet .."(obtained
from King lear, Act III, scene I, with Tippet'sl
help) is fitted into a complete message in M. by
adding : "... and this, Gentlemen, was, msy -be, my
best example of a semantically void utterance ny

is peat
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In the second we obtain :
[ri-i=s=i=vr=]=% = MHopsp-+

Since here —+ is left at loose end (strictly speaking)
the first translation was the good one, being known
that the transmission is over. Observe that if, on the
contrary, the signal was the same as before except for
an added terminal - digit, the conclusion would be
exactly opposite :

H"f“‘l-—r'l-—i-‘/"*_/
is the only fitting "scansion" as we could say by

borrowing from prosody this term for its classical
flavour.

So the inverse translation from M back to
A does not 1ook like satisfying very reasonably
the above condition 3.

An obvious remedy to it would be to limit
still more the set ,M,’p « B. Mandelbrot, who has
first discussed these problems has distinguished
several possibilities :

1) Uniform codes : in which every word has the same
Tength (i.e. mumber of letters), this criterium
ﬁ?g' a direct scansion (examples: all the noise
reducing codes introduced so far except for a
proposal of "sequential coding” by Peter Elias(l)
and some examples by Lemnael(5).)

More generally : what we shall call :

Unitary codes : i.e. codes in which no word is a
left divisor of another word (examples : Fano's,
Huffman's, Shannon's codes)

Natural codes : (introduced by B. Mandelbrot) in
vwhich a special letter points out the end of the
word (example : most of the spoken or written

languages).

Further, Mandelbrot has shown that eny unitary
code is,at least ammpiotically,as good from the
point of view of economy of length as any other
one. It could seem futile then to care for more
extensive classes were we not prompted by other
circumstances - and especially by the threat of a
noise.

2)

3)

4. Noise absorption and eryodism.

Consider indeed the following code : 0
Rzt Bez—db ) Mo=~d-) ="

(which is, parenthetically, just the previous one
with the time arrow inverted)

It is unitary all right so that we may
represent it by a “tree" in the familiar fashion :

(south west arrow : +

P

south east arrow ¢+ — )
My

Mo ¥
The "neat" condition (subtotality of the trane-
lation from L back to A ; is reflecting
itself in the faot that any branch of the tree



ends with a word (for exsmple the code W, = r
By 3 ~tr; p,z=-- would not be neat since no word
nor sequence of words may begin with /- +- ... )e

Suppose that we have to decode the sequence :

/— to=bmb=e -
we obtain directly :

/=== e=lej=-1+1--]
and we could have written it down extemporaneeusly
without waiting for the end of the tranemission.

But if the first digit had been blurred by
noise, this straight forward attitude could not be
kept : indeed we decipher the uncertain message

[hmbcrambam .
either as ¢
If’r!—-)bl"?'/--h—[—

either as above :

e e L R L B RS
end as long as the message is going on we have no
evidence for deciding between this two interpreta-
tions. Things nonetheless are not so bad as they look
at first glance

Suppose that the next letters which appear
be L IRl Sy SISO

go that up to this time the two alternative versions

are 3
4B 1=~ 4i~ v == % == & #ff-28 wjp|~ ...
j= b ==k =i = =] 4]~ ’/f}fz- f--/l+/-...-

By the seemingly fortuitous fact that in both case
the end of a word falls exactly as the same t
(marked // above), the two translations coincidate
from this point on and since one of them must be

right so is the end of the deciphering - assuming of
course that no new error of transuission takes place.

Practically, if such a fact was frequent
enough, this would mean that for very low levels of
noise, considerable parts of the "meaning™ could be

reserved. We shall see that this ergodic property
i.e. this relative independence for long sequences

of the scansion of the end fram that of the beginning)

is the rule rather than the exceptiomn.

More specifically, for neat codes whose
words have_all a bounded lenght an apart from three
exceptional families t!re is at least one finite
sequence of words - say jx such that whatever be the
initial sequence u, ap,/ 18 a complete message.
This implies that, when decoding, any blurring or

error in « is “absorbed"” by |., and that from
the end of M. on, the scansion starts all right
afresh,

Now if the words are given randomly and
independently with fixed probabilities, it is clear
that the probability for a given sequence not to
contain |}« tends with its length exponentially to
zero so that any initial error is most likely to
have only limited effects.

50

5. Syntactic equivalence and the fondamental
seni groups.
.

Suppose we be given in code 6
following fragment [+ from a message :
p= o

By trial and error we see that only three scansions
can possibly be fitted to it :

the

R ok Tt TN

N I DY N Y R = BREY
2) s [ b e e
i bl = b d b fef =]

In the same mamner the fragment

[ T L
would give alternatives :
1) e RN TR
2) bl

’) Yy i-i#/-&‘l...

Disregarding the "meaning’of jr, and !
(1.e. their eventual decoding into the '/ language)
we may observe that "functionally", so to say,
and ' are quite similar ¢

If the complete message is [k~ Mz] , the
only possibilities are for each of the three scan-
sions :

1) 4,48 a complete message and . starts with
/oo or t+fee OF -/ (80 as to make
use of the /- .. left at the end of m

2) K. is ending by ../-
and |, starts as above.

3) W4 ends with ../- (for the sake of... +-/)
and Mz 1is a complete message.

(80 as to use ..+/)

Basy check shows that the same applies
exactly to M’ and we shall say that # and p¢ '

are syntactically equivalent ¢) ( f = p’ ).
Actually both are equivalent to an even simpler

fragment 3
p T
since this last one admits the same scansions :

1) wo/ 4/ ee32)iitfmc 3 3)

- 3

R

® It is interesting to observe that syntactic equi-
valence has a direct application to normal linguistics:

If M’ 1is the set ofall sentences grammatically
correct @

M. = K¢ (approximatively') if and only if »«.
and M, pertain to the same grammatical category
(for instance in English : both ‘adjectives; or both
"verbs at the third person of the present" etc.)



Now the key point is that for any four
finite fragments, y, , p, , py and gy

Wz K, and W3z Ky implies
The syntactic equivalence is thus fully

compatible with the semi struc of U and
if we consider classes for = (i.e. the subsets

of elements from I which are syntactically equivalent

between themselves), these classes make a new semi
group H which is an homomorphic image of M .

‘.H’D H, » the fondamental semi group of the
coding (f.s.g.) is most usually finite and is easily

represented by matrices, but before we explain how,
we need still a new concept : that of prefix :

Consider again two fragments  and W’

but assume, now, that both are beginning at a / mark:

Even if K and Pf are not syntactically

equivalent, it could happen that under this supplement

ary restriction any further fragment which completes
W into a full message would do the same to M’ :

One could say that ® i and M’ as begin-
ning of messages are syntactically equivalent on the
right" (in symbols : pov p')

For example :

Kef--- - and M-y pej- )BT not
in the relation = (since +p*': is a
complete message although /=+h'zf+i]-... is

not complete), but |r ~ M’ all the same for pp"
is a complete message if and only if

W <[
just as well as for W' .

or i+[.-- or -/

We call prefixes the classes T; of

fragments for this new relation ~v ..

D
For the code 69_ » there are three

prefixes @
T3 gl (words and words only are
bringing a €Tl into a complete message.

1Ty  contains all the words and its existence is
typical of unitary coding).
m, 3 [~

are ~/.. and +-/.-)

(the corresponding right divisor
or « /i .

'] +i'/-..

‘l‘[s 3/_4...‘

are /...
Now if M.™N) M2 |, one proves that

By N pg g » too, whatever be |43

With unitary codes prefixes correspond to
nodes of the tree in a to fashion : Two
nodes being in relation ov i"pertain to the
same prefix") if the subtrees below them are

ez code

identical. Such things does not occur in our
(see below), but are quite typical of uniform codes.

H'H} EP"M"’.

(the corresponding right divisors

In the code 63 of length 2 (s »+
RSN
one, Ty , corresponding to complete messages - i.e.
1o sequences with an even number of letters - and
another one, 1, , corresponding to odd length
sequences,

6. Matrix representation of the fimdamental
semi group.

If we have started reading just at the
beginning of the transmission, we may consider at any

time 4 the prefix TT (£)to which pertain the
initial fragment till the 7-th letter as a "state"
which changes at any new letter received.

For instance - apart from any meaning again -
the sequence [i -- =  —~..correspnds to the following
sequence of prefixes :

T, 10, T 7, T Ty L7, 71,

It is easy to visualise "+" and "-"
respectively as the transition matrices :

shez k- g

) there is only two prefixes :

T My T, T T T
{4 o o mljo 1 o
o o 1 |+t 0 O
|4 0 o |1 o o

(+) (=)

( + lets TT, invariant since it is a word. It sends

T into 77, and makes a word from T; etc..)

These matrices correspond in a ane to one fashion to
the elements of the fondement semi group, for instance:

/]
0

N S
o ©

6 0
o




(w:lth the usual line by column multiplication) is the
matrice given below. What are the matrices correspond-
ing to complete messages ? In the general 9&90 they
are the matrices of the subsemigroups ™¢

of M'! by the syntactic homomorphism .

But if the code is unitary, M’ is characterised very
nicely, since per implies that \+ sends 174 into
itself : M’ 1s just the set of the matrices of
with 4 in the top left cormer.

Further, noise absorption - or ergodic =
. properties reflect themselves quite directly on this
matrix representation.

Suppose that the correct message /y.. .
and the perturbated message [M'...  fall back both
at this very time on & common scansion mark /. If
the prefix corresponding to  was TI and that

corresponding to j«' was T/ , this would mean
that the next signals sends both T and T’
into 'Tu_

On the matrices this is expressed by the
fact that in column Ti, there is two 4'i: one in the
line TT and another one in line T1' . In particular

o is a matrix with 4 everywhere in colum 14 .

3113 this in turn is linked closely with the fact that
M is a semi group and not a group (vhose matrices
should all have a single 1 by colum).

Consider as a counter example the uniform
code with four words :

Its f.s.g. 18 just the cyclic group of order two,
made up of the two elements :

L M, W1, (+or - or any odd length
|0 4] t%|4 o sequence)
(por+r or4- or... etc.
i, 1 0| n|O0 1| or any even length sequence).

No real absorption takes place for indeed
if we had missed the first letter of the transmission
and started wrongly scanding from the second letter,
the error will obvious go on as long as does the

message.

As a matter of fact uniform codes are the
only neat codes with a bounded length for words whose
f.8.g. i8 a group. They are the first exceptional non

ergodic family.

Te Super coding.

We have given a very general definition of
"trenslation" which suggests the possibility of more
complex processes involving not only two but several
languages. In the general case, things are a bit
confused and we shall restrict ourself to Unitary
Neat Coding from K into /\. and from A into M .
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Suppose for instance that we have the
following set up ¢

K
JAN

M. is our familiar binary d.s.g.l.

is & d.8.g.1e with words K; (4¢ <¢ 7)

18 a d.8.g.1. with words »i (44 € 4)

Each word of /\. is coded inM as in example 2:
Mo+ GAg2m kb Agz -k, Al -

Each word of K is coded by the following
sequences )\'of A (for clarity ve use upper
and lower indices) s K¢ A=, . R

K.‘-J)A=/\,/\g_, Kg‘)t\ A‘;A; K"7/‘ Ashe; K7"7) M.

This coding is unitary and neat all right and
corresponds to the tree @

/N
DZAN

K3 &y s ¥

A

Now there is again a coding of kK into MU
when every A’ 1ia written in binary alphabet :
K. = +; Ky =r—+r. Ky=2 =¢-+

fs;‘—y —o-—"-)-;

Ksy =#=cv-; Romd s k===, Ky = —4= ="

It is not difficult to see that this K— L
coding is unitary and neat. Its tree is given below.
Since we know the importance of
fundamental semi groups we would
.. be interested to get at once
that ( 7 ) ofth¢ k> process
from the other two (/U for K->/
and M for A> M ) or,
ternat:lvely’ to know the
relation between the syntactic
equivalences on the bottom structure K . = (A
in respect of A M , without K appearing in the
picture and = (K) in respect of K-> M with _A put
off from the circuit.

The main result is that :

WF e (D) entails | # po (M)
or, if one prefers, that M __is a homomorphic
image of M .

This is rather convenient from a technical
point of view for it allows what is called a



filtering. If starting from the assumption that the
A_ are provided independently with fixed probabili-

ties by the source, we discover later on that, actual-

ly, they were just building blocks in some higher

. degree semantic units (sent again independently of
each other as a second approximation) we can preserve

at .least some of the features of our initial

approximation,

But the main point for us here lies in an-
other aspect.

Suppose that the K~ /\ coding be uniform.

in general the K - M one will not be so, but it will
fail to be ergodic Just the same, giving us the
second of the three exceptional families mentionned
above. We shall call such codes "uniformily composed
codes". An example is given below

¢, & 6,

K—= M

K->/ - wniform of length two

N oM
The nodes indicated with a o are the ones
corresponding to nodes in the K-> A coding.

* our usual

-
<

8. Anagrammatic codes.
let us came now into the last family. For

this we produce the following horrible example : (j?
iz beiy Mz bbby Ay ie—-; My -
M52 mrr) Hezmvom, Myz-v-c, pgz-mt, Pyz= "=

bu‘, is not wmiform - nor
composed uniformily of a
smaller code. But it has
the property that by inver-
ting its words we found again
a unitary code and, indeed,
its symmetric image
(symmetric in respect of the

pe ngNeS. line 1)

Since ergodicity is somewhat
synonimous of irreversi-
bility of time, we are put
on the alert by this oddity.

M

Ky He Wy
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Indeed, absorption is linked very closely
with the problem of reading "backward" messages with
an inverted code, but,without entering this amusing
theory, we can see at once that ¢, and all its
family are not ergodic.

If a code is unitary the only sequencesywhich
let 717, invariant are the complere messages, whose
set is M'. In symbols, this means

Miokee M b€ M implies Mz & M

and

Suppose now that the same property be true
on the other-direction, i.e. that we had :

Bime €H' and  pg €M’ dmplies i, € M’

Let ., be a complete message which is the
unperturbated beginning of the transmission; Wy o
its noise corrupted form and . any other complete
message. By the above condition MM: may have a
final scansion 1like that of 4 pm: if and only if

M’y is a complete message, too.
As this is usually not the case the error
will go on till the end.

Codes which are unitary for both directions
of time ( ammatic codes) are not yet fully
explored but a construction for various infinite
families of them is known. With binary alphabet,
there is just the one given above and its symmetric
for less than 16 words. It is conjectured that
there is still no more than 38 other one below 32
words (on about 1010 distinct usual urmitary neat
codes of this size or lessl).

So the family is really exceptionally
interesting and deserves further studies since with
the uniform and the uniformily composed codes,
anagrammatic codes are the only length-bounded codes
escaping ergodicity.
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