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I. INTRODUCTION

Image based rendering (IBR) is the process for creating new views from several input images of a static scene. Video based rendering (VBR) can be thought as an extension of IBR to the dynamic scene. We present a new VBR system that creates new views of the scene from uncalibrated cameras in real-time. The main different of our system from the other systems is that our method does not require the information of camera intrinsic parameters or the Euclidean information of a scene. For obtaining a geometrical relation among the cameras, we use Projective Grid Space (PGS)[7] which is 3D space defined by epipolar geometry between two basis cameras. The other cameras are registered to the same 3D space by trifocal tensors between these basis cameras. Our system simultaneously reconstructs and renders novel view using our proposed plane-sweep algorithm in Projective Grid Space. To achieve real-time performance, we implemented our plane-sweep method in a graphics processing unit (GPU). The results show the efficiency of our proposed system.

II. PREVIOUS WORKS

This section surveys previous recent works on real-time VBR techniques. Complex algorithms used for off-line methods are not suited for real-time implementation. Therefore, we can not expect the online methods have the same accuracy provided by off-line ones.

One of the most popular online VBR methods is the visual hulls algorithm. This method extracts the silhouette of the main object of the scene on every input image. The 3D shape of this object is then approximated by the intersection of the projected silhouettes. There exist several online implementations of the visual hulls described in [4]. The methods proposed by Li et al.[3] is probably the easiest to implement. The main drawback of the visual hulls methods is the impossibility to handle the background of the scene. Hence, only one main object can be rendered. Furthermore, the visual hulls methods usually require several computers, which make their use more difficult.

Among all these visual hulls methods, the image-based visual hulls presented by Matusik et al.[5] is an online VBR method from uncalibrated cameras. This method reconstructs visual hull of the object using epipolar geometry in an image space instead of 3D space. Thus, it does not suffer from quantization artifacts of voxels like in ordinary visual hull. This method can create new views in real-time from four cameras. Each camera is controlled by one computer and an additional computer creates the new views.

Finally, some plane-sweep implementations achieve online rendering using graphic hardware, graphics processing unit (GPU). The plane-sweep algorithm introduced by Collins[1] was adapted to on-line rendering by Yang et al. [8]. They computed new views in real-time from five cameras using four computers. Geys et al.[2] also used a plane-sweep approach to find out the scene geometry and rendered new views in real-time from three cameras and one computer. Nozick and Saito [6] introduced a plane sweep implementation for moving camera where all the input cameras are calibrated in real-time using ARToolkit markers.

Our method belongs to the real-time VBR using plane-sweep algorithm group. The main different is that in the previous works they assume that cameras are strongly calibrated. All reconstruction or depth recovery is done in the Euclidean space. This paper present a new method for online video-based rendering from uncalibrated cameras using plane-sweep algorithm.

III. PLANE-SWEEP ALGORITHM IN PGS

To implement the plane-sweep algorithm, we need to project 3D points into image frame of each camera including the virtual one. Projective Grid Space (PGS)[7] allows us to define that 3D space and find the projection without knowing cameras intrinsic parameters or the Euclidean information of a scene. 3D space of PGS is defined by image coordinate of two arbitrarily selected cameras called basis camera 1 and basis camera 2. Fundamental matrix and trifocal tensors are estimated for relating all cameras to PGS.

In ordinary plane-sweep algorithms that work in the Euclidean space, near and far planes defining the the 3D space for recovering depth maps or rendering new views are selected from the Euclidean position of a scene. We proposed a new plane-sweep algorithm in PGS in which near and far planes are directly defined by image coordinate of basis camera 2 as illustrated in Figure 1.
IV. SYSTEM CONFIGURATION

We implemented our proposed method on a PC Pentium4 3.40 GHz with a NVIDIA Quadro FX 3400. Four webcam with a resolution 320x240 are used to capture input videos. We select two cameras for defining the Projective Grid Space as shown in Figure 2.

Fundamental matrix between camera 1 and 4, two trifocal tensors defined by camera 1,4,2 and camera 1,4,3 are estimated for weakly calibrating cameras to PGS. 2D-2D correspondences for estimating fundamental matrix and trifocal tensors can be selected from feature points in a scene. In our implementation, we wave marker around a scene and track features for 2D-2D correspondence automatically.

V. RESULT

Figure 3 shows the resulting new view video from selected input frames. We use 50 planes in this experiment and our system can render new views at 15 fps. The ratio written under each figure is a virtual camera position relatives to two real reference camera. Camera 4 is selected as basis camera 2 that defines planes for depth recovery. In Figure 3, the green lines in camera 4 show all planes we used for plane-sweep algorithm in PGS. Even our method is fast and can run in real-time, we still get a good visual quality.

We also generate depth images in PGS to show the intermediate results. Figure 4 shows depth images created by plane-sweep algorithm in PGS using the same input frame as shown in Figure 3.

All video results in this paper are available for downloading at http://www.hvrl.ics.keio.ac.jp/~songkran/psivt/index.html.
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